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Abstract. Let {pj}∞j=1 denote the set of prime numbers in increasing

order, let ΩN ⊂ N denote the set of positive integers with no prime

factor larger than pN and let PN denote the probability measure on ΩN

which gives to each n ∈ ΩN a probability proportional to 1
n

. This mea-

sure is in fact the distribution of the random integer IN ∈ ΩN defined

by IN =
∏N

j=1 p
Xpj

j , where {Xpj}∞j=1 are independent random variables

and Xpj is distributed as Geom(1 − 1
pj

). We show that logn
logN

under

PN converges weakly to the Dickman distribution. As a corollary, we

recover a classical result from multiplicative number theory—Mertens’

formula. Let Dnat(A) denote the natural density of A ⊂ N, if it exists,

and let Dlog-indep(A) = limN→∞ PN (A ∩ ΩN ) denote the density of A

arising from {PN}∞N=1, if it exists. We show that the two densities co-

incide on a natural algebra of subsets of N. We also show that they do

not agree on the sets of n
1
s -smooth numbers {n ∈ N : p+(n) ≤ n

1
s },

s > 1, where p+(n) denotes the largest prime divisor of n. This last con-

sideration concerns distributions involving the Dickman function. We

also consider the sets of n
1
s -rough numbers {n ∈ N : p−(n) ≥ n

1
s },

s > 1, where p−(n) denotes the smallest prime divisor of n. We show

that the probabilities of these sets, under the uniform distribution on

[N ] = {1, . . . , N} and under the PN -distribution on ΩN , have the same

asymptotic decay profile as functions of s, although their rates are nec-

essarily different. This profile involves the Buchstab function. We also

prove a new representation for the Buchstab function.
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1. Introduction and Statement of Results

For a subset A ⊂ N, the natural density Dnat(A) of A is defined by

Dnat(A) = limN→∞
|A∩[N ]|
N , whenever this limit exists, where [N ] = {1, . . . , N}.

The natural density is additive, but not σ-additive, and therefore not a

measure. For each prime p and each n ∈ N, define the nonnegative inte-

ger βp(n), the p-adic order of n, by βp(n) = m, if pm | n and pm+1 - n.

Let δp(n) = max(1, βp(n)) denote the indicator function of the set of pos-

itive integers divisible by p. It is clear that for each m ∈ N, the nat-

ural density of the set {n ∈ N : βp(n) ≥ m} of natural numbers divis-

ible by pm is (1
p)m. More generally, it is easy to see that for l ∈ N,

{mj}lj=1 ⊂ N and distinct primes {pj}lj=1, the natural density of the set

{n ∈ N : βpj (n) ≥ mj , j = 1, . . . , l} is
∏l
j=1( 1

pj
)mj . That is, the distribu-

tion of the random vector {δpj}lj=1, defined on the probability space [N ]

with the uniform distribution, converges weakly as N → ∞ to the ran-

dom vector {Ypj}lj=1 with independent components distributed according to

the Bernoulli distributions {Ber( 1
pj

)}lj=1, and the distribution of the random

vector {βpj}lj=1 converges weakly as N →∞ to the random vector {Xpj}lj=1

with independent components distributed according to the geometric distri-

butions Geom(1 − 1
pj

)
(
P (Xpj = m) = ( 1

pj
)m(1 − 1

pj
), m = 0, 1, . . .

)
. This

fact is the starting point of probabilistic number theory.

Denote the primes in increasing order by {pj}∞j=1. In the sequel, we

will assume that the random variables {Xpj}∞j=1, {Ypj}∞j=1 with distributions

as above are defined as independent random variables on some probability

space, and we will use the generic notation P to denote probabilities corre-

sponding to these random variables.

A real-valued function f defined on N is called a real arithmetic function.

It is called additive if f(nm) = f(n) + f(m), whenever (m,n) = 1. If

in addition, f(pm) = f(p), for all primes p and all m ≥ 2, then it is called

strongly additive. Classical examples of additive arithmetic functions are, for

example, log φ(n)
n , where φ is the Euler totient function, ω(n), the number of

distinct prime divisors of n, Ω(n), the number of prime divisors of n counting
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multiplicities and log σ(n), where σ is the sum-of-divisors function. The first

two of these functions are strongly additive while the last two are not.

If f is additive, then f(1) = 0. Writing n ∈ N as n =
∏∞
j=1 p

βpj (n)

j , we

have for f additive, f(n) =
∑∞

j=1 f(p
βpj (n)

j ), and for f strongly additive,

f(n) =
∑∞

j=1 f(p
δpj (n)

j ) =
∑∞

j=1 f(pj)δpj (n). Equivalently, for each N ∈ N,

we have for f additive,

(1.1) f(n) =
N∑
j=1

f(p
βpj (n)

j ), n ∈ [N ],

and for f strongly additive,

(1.2) f(n) =
N∑
j=1

f(pj)δpj (n), n ∈ [N ].

In light of the above discussion, it is natural to compare (1.1) to

(1.3) XN ≡
N∑
j=1

f(p
Xpj

j ),

and to compare (1.2) to

(1.4) YN ≡
N∑
j=1

f(pj)Ypj .

Now YN converges in distribution as N → ∞ if and only if it converges

almost surely, and the almost sure convergence of YN is characterized by

the Kolmogorov three series theorem [8]. Since EYpj = EY 2
pj = 1

pj
, it fol-

lows from that theorem that YN converges almost surely if and only if the

following three series converge: 1.
∑

j:|f(pj)|≤1
f(pj)
pj

; 2.
∑

j:|f(pj)|≤1
f2(pj)
pj

; 3.∑
j:|f(pj)|>1

1
pj

. Since P (Xpj ≥ 2) = 1
p2j

, it follows from the Borel-Cantelli

lemma that
∑∞

j=1 1{Xpj≥2} is almost surely finite; thus the very same cri-

terion also determines whether XN converges almost surely. The Erdös-

Wintner theorem [11] states that for additive f , the converges of these three

series is a necessary and sufficient condition for the convergence in distri-

bution as N → ∞ of the random variable f(n) in (1.1) on the probability

space [N ] with the uniform distribution. In the same spirit, the Kac-Erdös

theorem [12] states that if f is strongly additive and bounded, then a central
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limit theorem holds as N → ∞ for f(n) on the probability space [N ] with

the uniform distribution, if the conditions of the Feller-Lindeberg central

limit theorem [8] hold for YN . An appropriate corresponding result can be

stated for additive f and or unbounded f . There is also a weak law of

large numbers result, which in the case of f = ω goes by the name of the

Hardy-Ramanujan theorem [14]. It should be noted that the original proof

of Hardy and Ramanujan was quite complicated and not at all probabilis-

tic; however, the later and much simpler proof of Turan [24] has a strong

probabilistic flavor. For a concise and very readable probabilistic approach

to these results, see Billingsley [3]; for a more encyclopedic probabilistic ap-

proach, see Elliott [9, 10]; for a less probabilistic approach, see Tenenbaum

[23].

Turan’s paper with the proof of the Hardy-Ramanujan theorem, as well

as the Erdös-Wintner theorem and several papers leading up to it, all ap-

peared in the 1930’s, and the Kac-Erdös theorem appeared in 1940. Large

deviations for independent and non-identically distributed random variables

have been readily available since the 1970’s, thus this author certainly finds

it quite surprising that until very recently no one extended the parallel be-

tween (1.2) and (1.4), or (1.1) and (1.3), to study the large deviations of

(1.2) or (1.1)! See [16, 17].

Another density that is sometimes used in number theory is the logarith-

mic density, Dlog, which is defined by

(1.5) Dlog(A) = lim
N→∞

1

logN

∑
n∈A∩[N ]

1

n
,

for A ⊂ N, whenever this limit exists. Using summation by parts, it is

easy to show that if Dnat(A) exists, then Dlog(A) exists and coincides with

Dnat(A) [23]. (On the other hand, there are sets without natural density for

which the logarithmic density exists. The most prominent of these are the

sets {Bd}9d=1 associated with Benford’s law, where Bd is the set of positive

integers whose first digit is d. One has Dlog(Bd) = log10(1 + 1
d).) Thus, also

on the probability space [N ] with the probability measure which gives to

each integer n a measure proportional to 1
n , the distribution of the random



A NATURAL PROBABILISTIC MODEL ON THE INTEGERS 5

vector {βpj}lj=1 converges weakly as N →∞ to the random vector {Xpj}lj=1

with independent components distributed according to the geometric distri-

butions Geom(1− 1
pj

).

Motivated by the background described above, in this paper we consider

a sequence of probability measures on N which may be thought of as a syn-

thesis between the the logarithmic density Dlog and the concept of approxi-

mating the natural density via a sequence of independent random variables.

Let us denote by

ΩN = {n ∈ N : pj - n, j > N}

the set of positive integers with no prime divisor larger than pN . By the

Euler product formula,

(1.6) CN ≡
∑
n∈ΩN

1

n
=

N∏
j=1

(1− 1

pj
)−1 <∞.

Let PN denote the probability measure on ΩN for which the probability of

n is proportional to 1
n ; namely,

(1.7) PN ({n}) =
1

CN

1

n
, n ∈ ΩN .

The connection between PN and the logarithmic density is clear; the con-

nection between PN and a sequence of independent random variables comes

from the following proposition. Define a random positive integer IN ∈ ΩN

by

IN =
N∏
j=1

p
Xpj

j .

Proposition 1. The distribution of IN is PN ; that is,

PN ({n}) = P (IN = n), n ∈ ΩN .

Proof. Let n =
∏N
j=1 p

aj
j ∈ ΩN . We have

P (IN = n) =

N∏
j=1

P (Xpj = aj) =

N∏
j=1

(
1

pj
)aj (1− 1

pj
) =

1

CN

1

n
= PN ({n}).

�
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Let Dlog-indep denote the asymptotic density obtained from PN :

Dlog-indep(A) = lim
N→∞

PN (A ∩ ΩN ) = lim
N→∞

1

CN

∑
n∈A∩ΩN

1

n
,

for A ⊂ N, whenever the limit exists. Note that the weight functions used

in calculating the asymptotic densities Dlog-indep and Dlog have the same

profile, but the sequences of subsets of N over which the limits are taken,

namely {ΩN}∞N=1 and {[N ]}∞N=1, are different. As already noted, when

Dnat(A) exists, so does Dlog(A) and they coincide. We will show below

in Proposition 3 that the densities Dlog-indep and Dnat coincide on many

natural subsets of N. However we will also show below in Theorem 2 that

they disagree on certain important, fundamental subsets of N.

For k ≥ 2, a positive integer n is called k-free if pk - n, for all primes p.

When k = 2, one uses the term square-free. Let Sk denote the set of all

k-free positive integers. Let

Ω
(k)
N = ΩN ∩ Sk.

Note that Ω
(k)
N is a finite set; it has kN elements. The measure PN behaves

nicely under conditioning on Sk. For k ≥ 2, define the measure P
(k)
N by

P
(k)
N (·) = PN ( · |Sk).

Let {X(k)
pj }∞j=1 be independent random variables with X

(k)
pj distributed as

Xpj conditioned on {Xpj < k}. (Assume that these new random variables

are defined on the same space as the {Xpj}∞j=1 so that we can still use P for

probabilities.) Let

I
(k)
N =

N∏
j=1

p
X

(k)
pj

j .

Proposition 2. The distribution of I
(k)
N is P

(k)
N .

Proof.

P
(k)
N ({n}) = PN ({n}|Sk) = P (IN = n|Xpj < k, j ∈ [N ]) = P (I

(k)
N = n),

where the second equality follows from Proposition 1. �
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Remark. The measure P
(2)
N was considered by Cellarosi and Sinai in [6].

See also the remark after Theorem 1 below.

We will prove the following result, which identifies a certain natural alge-

bra of subsets of N on which Dlog-indep and Dnat coincide.

Proposition 3. The densities Dlog-indep and Dnat coincide on the algebra

of subsets of N generated by the inverse images of {βpj}∞j=1 and the sets

{Sk}∞k=2.

We will show that under the measure PN as well as under the measure

P
(k)
N , the random variable logn

logN , with n ∈ ΩN in the case of PN and n ∈ Ω
(k)
N

in the case of P
(k)
N , converges in distribution as N →∞ to the distribution

whose density is e−γρ(x), x ∈ [0,∞), where γ is Euler’s constant, and ρ is

the Dickman function, which we now describe. The Dickman function is the

unique continuous function satisfying

ρ(x) = 1, x ∈ (0, 1],

and satisfying the differential-delay equation

xρ′(x) + ρ(x− 1) = 0, x > 1.

By analyzing the Laplace transform of ρ, a rather short proof shows that∫∞
0 ρ(x)dx = eγ ; thus e−γρ(x) is indeed a probability density on [0,∞). We

will call this distribution the Dickman distribution. The distribution decays

very rapidly; indeed, it is not hard to show that ρ(s) ≤ 1
Γ(s+1) . For an

analysis of the Dickman function, see for example, [23] or [18].

Theorem 1. Under both PN and P
(k)
N , k ≥ 2, the random variable logn

logN

converges weakly to the Dickman distribution.

Remark. For P
(2)
N , Theorem 1 was first proved by Cellarosi and Sinai [6].

Their proof involved calculating characteristic functions and was quite te-

dious and long. Our short proof uses Laplace transforms and the asymptotic

growth rate of the primes given by the Prime Number Theorem (henceforth

PNT). After this paper was written, one of the authors of [13] pointed out
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to the present author that their paper also gives a simpler proof of the result

in [6].

Using Theorem 1 we can recover a classical result from multiplicative

number theory; namely,

Mertens’ formula.

(1.8) CN =
∑
n∈ΩN

1

n
=

N∏
j=1

(1− 1

pj
)−1 ∼ eγ logN, as N →∞.

(Traditionally the formula is written as
∏
p≤N (1 − 1

p)−1 ∼ eγ logN , where

the product is over all primes less than or equal to N . To show that the two

are equivalent only requires the fact that pN = o(N1+ε), for any ε > 0.) A

nice, alternative form of the formula is∑
n∈ΩN

1
n∑N

n=1
1
n

∼ eγ .

Here is the derivation of Mertens’ formula from Theorem 1. From the def-

inition of PN , we have PN ( logn
logN ≤ 1) = 1

CN

∑N
n=1

1
n . Thus, from Theorem

1, we have limN→∞
1
CN

∑N
n=1

1
n =

∫ 1
0 e
−γρ(x)dx = e−γ . Now (1.8) follows

from this and the fact that
∑N

n=1
1
n ∼ logN .

A direct proof that CN ∼ c logN , for some c, follows readily with the help

of Mertens’ second theorem (see (1.15)). The proof that the constant is eγ

is quite nontrivial. Of course, our proof of Mertens’ formula via Theorem

1 uses the fact that
∫∞

0 ρ(x)dx = eγ , but as noted, this result is obtained

readily by analyzing the Laplace transform of ρ.

Why does the Dickman function arise? Our proof of Theorem 1 does not

shed light on this question. However, in section 3 we present a proof of

the fact that if the limiting distribution of logn
logN under PN exists, then it

must be the Dickman distribution. We believe that this is of independent

interest, as it provides some intuition as to why the Dickman function arises.

For more results in this spirit, see [21], which studies generalized Dickman

distributions.

The Dickman function arises in probabilistic number theory in the context

of so-called smooth numbers; that is, numbers all of whose prime divisors
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are “small.” Let Ψ(x, y) denote the number of positive integers less than

or equal to x with no prime divisors greater than y. Numbers with no

prime divisors greater than y are called y-smooth numbers. Then for s ≥ 1,

Ψ(N,N
1
s ) ∼ Nρ(s), as N → ∞. This result was first proved by Dickman

in 1930 [7], whence the name of the function, with later refinements by

de Bruijn [4]. (In particular, there are rather precise error terms.) See

also [18] or [23]. Let p+(n) denote the largest prime divisor of n. Then

Dickman’s result states that the random variable logN
log p+(n)

on the probability

space [N ] with the uniform distribution converges weakly in distribution as

N → ∞ to the distribution whose distribution function is 1 − ρ(s), s ≥ 1,

and whose density is −ρ′(s) = ρ(s−1)
s , s ≥ 1. Since logn

logN on the probability

space [N ] with the uniform distribution converges weakly in distribution

to 1 as N → ∞, an equivalent statement of Dickman’s result is that the

random variable logn
log p+(n)

on the probability space [N ] with the uniform

distribution converges weakly in distribution as N →∞ to the distribution

whose distribution function is 1− ρ(s), s ≥ 1, For later use, we state this as

follows in terms of the natural density:

(1.9)

Dnat({n ∈ N : p+(n) ≤ n
1
s }) = Dnat({n ∈ N :

log n

log p+(n)
≥ s}) = ρ(s), s ≥ 1.

We will call {n ∈ N : p+(n) ≤ n
1
s } the set of n

1
s -smooth numbers.

The standard number-theoretic proof of Dickman’s result is via induc-

tion. It can be checked that this inductive proof also works to obtain a

corresponding result for k-free integers. Thus,

(1.10)

Dnat({n ∈ N : p+(n) ≤ n
1
s }|Sk) = Dnat({n ∈ N :

log n

log p+(n)
≥ s}|Sk) = ρ(s),

for s ≥ 1 and k ≥ 2.

Proposition 3 shows that Dnat and Dlog-indep coincide on a certain natural

algebra of sets. We will prove that they disagree on the sets appearing in

(1.9) or (1.10); namely on the sets of n
1
s -smooth numbers, s > 1, and on

the intersection of such a set with the set of k-free numbers, Sk, k ≥ 2.
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Theorem 2. Under both PN and P
(k)
N the random variable logn

log p+(n)
con-

verges weakly as N →∞ to D + 1, where D has the Dickman distribution;

that is,

(1.11)

Dlog-indep({n ∈ N : p+(n) ≤ n
1
s }) = Dlog-indep({n ∈ N :

log n

log p+(n)
≥ s}) =

e−γ
∫ ∞
s−1

ρ(x)dx, s ≥ 1;

Dlog-indep({n ∈ N : p+(n) ≤ n
1
s }|Sk) = Dlog-indep({n ∈ N :

log n

log p+(n)
≥ s}|Sk) =

e−γ
∫ ∞
s−1

ρ(x)dx, s ≥ 1, k ≥ 2.

Remark. Recalling that whenever the natural density exists, the logarith-

mic one does too and they are equal, it follows from (1.9) that Dlog({n ∈
N : p+(n) ≤ n

1
s }) = ρ(s). Since, as we’ve noted, the weights used in

calculating the densities Dlog and Dlog-indep have the same profile, but the

sequences of subsets of N over which the limits are taken, namely {[N ]}∞N=1

and {ΩN}∞N=1, are different, and since the integers in [N ] and in ΩN are

constructed from the same set {pj}Nj=1 of primes, and [N ] ⊂ ΩN , intuition

suggests that

(1.12) ρ(s) ≤ e−γ
∫ ∞
s−1

ρ(x)dx, s ≥ 1;

that is, that under Dlog-indep, n
1
s -smooth numbers are more likely than under

Dnat. And indeed this is the case. Letting H(s) = e−γ
∫∞
s−1 ρ(x)dx − ρ(s),

we have H(1) = H(∞) = 0. Differentiating H, and using the differential-

delay equation satisfied by ρ, one has H ′(s) = −e−γρ(s − 1) − p′(s) =

ρ(s−1)(1
s−e

−γ). Thus, H ′(s) vanishes only at s = eγ . Differentiating again

and again using the differential-delay equation, one finds that H ′′(eγ) < 0;

thus, H(s) ≥ 0, for s ≥ 1, proving (1.12).

We now consider integers all of whose prime divisors are “large.” Let

Φ(x, y) denote the number of positive integers less than or equal to x all of

whose prime divisors are greater than or equal to y. Numbers with no prime
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divisors less than y are called y-rough numbers. The Buchstab function ω(s),

defined for s ≥ 1, is the unique continuous function satisfying

ω(s) =
1

s
, 1 ≤ s ≤ 2,

and satisfying the differential-delay equation

(sω(s))′ = ω(s− 1), s > 2.

In 1937, Buchstab proved [5] that for s > 1, Φ(N,N
1
s ) ∼ Nsω(s)

logN as N →∞;

whence the name of the function. See also [18] or [23]. Let p−(n) denote

the smallest prime divisor of n. Then Buchstab’s result states that

(1.13)

|{n ∈ [N ] : p−(n) ≥ N
1
s }|

N
=
|{n ∈ [N ] : logN

log p−(n)
≤ s}|

N
∼ sω(s)

logN
,

for s > 1, as N →∞.

Since
|{n∈[N ]: logN

logn
>1+ε}|

N = N−ε, it follows that (1.13) is equivalent to

(1.14)

|{n ∈ [N ] : p−(n) ≥ n
1
s }|

N
=
|{n ∈ [N ] : logn

log p−(n)
≤ s}|

N
∼ sω(s)

logN
,

for s > 1, as N →∞.

One has lims→∞ ω(s) = e−γ , and the rate of convergence is super-exponential

[23]. We will call {n ∈ [N ] : p−(n) ≥ n
1
s } the set of n

1
s -rough numbers. (We

note that the probability that the shortest cycle of a uniformly random

permutation of [N ] is larger or equal to N
s decays asymptotically as sω(s)

N

[1].)

Note that (1.14) also holds for s = 1, since in this case (1.14) reduces to
Π(N)
N ∼ 1

logN ; that is, it reduces to the PNT. Buchstab assumed the PNT in

proving (1.13).

What is the asymptotic probability of a prime number under the sequence

of measures used to construct the logarithmic density Dlog and under the

sequence {PN}∞N=1 used to construct the density Dlog-indep? Mertens’ second

theorem states that

(1.15)
∑
p≤N

1

p
= log logN +M0 +O(

1

logN
),
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where the summation is over primes p, and where M0 is called the Meissel-

Mertens constant [19]. By the PNT, pN ∼ N logN , thus by Mertens’ second

theorem,

(1.16)
N∑
j=1

1

pj
∼ log log(N logN) ∼ log logN.

From (1.15) we conclude that for the sequence of measures used to construct

the logarithmic density Dlog, the probability of a prime is

(1.17)
1

logN

∑
p≤N

1

p
∼ log logN

logN
.

Since

PN ({n ∈ ΩN : n is prime}) =
1

CN

N∑
j=1

1

pj
,

from (1.16) and Mertens formula given in (1.8), we conclude that for the

sequence {PN}∞N=1 use to construct the density Dlog-indep, the probability of

a prime satisfies

(1.18) PN ({n ∈ ΩN : n is prime}) ∼ e−γ log logN

logN
.

From (1.17) and (1.18) it is clear that (1.14) cannot hold when the se-

quence of uniform measures on [N ], N = 1, 2, . . ., appearing on the left hand

side there is replaced either by the sequence of measures used to calculate

the logarithmic density Dlog or by the sequence {PN}∞N=1 used to calculate

the density Dlog-indep. However, letting

as(n) =

1, p−(n) ≥ n
1
s ,

0, otherwise,
,

and As(t) =
∑[t]

j=1 as(j), t ≥ 1, a summation by parts gives

(1.19)
∑

n≤N :p−(n)≥n
1
s

1

n
=

N∑
n=1

as(n)

n
=
As(N)

N
+

∫ N

1

As(t)

t2
dt.

By (1.14), As(t)
t ∼ sω(s)

log t as t→∞; thus from (1.19) we have

1

logN

∑
n≤N :p−(n)≥n

1
s

1

n
∼ log logN

sω(s)

logN
.
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That is, modulo the change necessitated by comparing (1.17) to the PNT,

Buchstab’s result on n
1
s -rough numbers for the uniform measure in (1.14)

carries over to the measures used in the construction of the logarithmic

density.

Modulo the change necessitated by comparing (1.18) to the PNT, does

Buchstab’s result on n
1
s -rough numbers also carry over to the measures

{PN}∞N=1 used in the construction of the density Dlog-indep? Since (1.9) and

(1.11) show that the positive densities with respect Dnat and Dlog-indep of

the n
1
s -smooth sets {n ∈ N : p+(n) ≤ n

1
s } do not coincide, it is interesting

to discover that the answer is indeed affirmative.

Theorem 3. For s ≥ 1,

(1.20)

PN ({n ∈ [N ] : p−(n) ≥ n
1
s }) = PN (

log n

log p−(n)
≤ s) ∼ (e−γ log logN)

sω(s)

logN
,

as N →∞.

Recalling the definition of the Buchstab function, note that V (s) ≡ sω(s)

is the unique continuous function satisfying V (s) = 1, 1 ≤ s ≤ 2, and

V ′(s) = V (s−1)
s−1 , for s > 2. In the proof of Theorem 3, we actually show that

(1.20) holds with sω(s) on the right hand side replaced by

v(s) ≡
[s]∑
L=1

ΛL(s),

where

(1.21)

Λ1(s) = 1, s ≥ 1;

Λ2(s) =

∫ s−1

1

du1

u1
= log(s− 1), s ≥ 2;

ΛL(s) =

∫ s−1

L−1

∫ uL−1−1

L−2
· · ·
∫ u2−1

1

L−1∏
j=1

duj
uj

, s ≥ L ≥ 3.

Now Λ′L(s) = 1
s−1ΛL−1(s − 1), for s ≥ L ≥ 2, while of course Λ′1(s) = 0.

Thus, v(s) = 1, for 1 ≤ s ≤ 2 and v′(s) = v(s−1)
s−1 , for s > 2. This proves the

following result.
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Proposition 4.

(1.22) sω(s) = 1+log(s−1)+

[s]∑
L=3

∫ s−1

L−1

∫ uL−1−1

L−2
· · ·
∫ u2−1

1

L−1∏
j=1

duj
uj

, s ≥ 3.

The representation of the Buchstab function ω in (1.22) seems to be new.

It is simpler than the following known representation [1, 15]:

sω(s) = 1+

[s]∑
L=2

1

L!

∫
1
s≤yj≤1

1
s
≤1−(y1+y2+···+yL−1)≤1)

1

1− (y1 + y2 + · · ·+ yL−1)

L−1∏
j=1

dyj
yj
.

Since lims→∞ ω(s) = e−γ , we also obtain what seems to be yet another

representation of Euler’s constant:

e−γ = lim
N→∞

1

N

N∑
L=3

∫ N

L−1

∫ uL−1−1

L−2
· · ·
∫ u2−1

1

L−1∏
j=1

duj
uj

.

We conclude this introduction with some additional comments regarding

Dickman’s classical theorem that Ψ(N,N
1
s ) ∼ Nρ(s), or it slightly refined

version (1.9). The Dickman distribution is the distribution with density

e−γρ(x). As is known, and as follows from the work in section 3, if D is a

random variable with the Dickman distribution, then

(1.23) D
dist
= D′U+U, U

dist
= Unif([0, 1]), D′

dist
= D, U and D′ independent.

Now equivalent to (1.9) is the statement that log p+(n)
logn on [N ] with the uni-

form distribution converges weakly in distribution as N → ∞ to the dis-

tribution whose distribution function is ρ(1
s ), s ∈ [0, 1]. The corresponding

density function is then
−ρ′( 1

s
)

s2
= 1

sρ(1
s − 1). In the spirit of (1.23), it has

been shown that if D̂ denotes a random variable with this distribution, then

D̂
dist
= max(1− U, D̂U), U

dist
= Unif([0, 1]), U and D̂ independent.

In light of the comparison between (1.23) and the above equation, this dis-

tribution has been dubbed the max-Dickman distribution [20]. This distri-

bution is the first coordinate of the Poisson-Dirichlet distribution on the

infinite simplex {x = (x1, x2, . . .) : xi ≥ 0,
∑∞

i=1 xi = 1}. The Poisson-

Dirichlet distribution can be defined as the decreasing order statistics of the
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GEM distribution, where the GEM distribution is the “stick-breaking” dis-

tribution: let {Un}∞n=1 be IID uniform variables on [0, 1]; let Y1 = U1, and

let Yn = Un
∏n−1
r=1 (1 − Ur), n ≥ 2; then (Y1, Y2, . . .) has the GEM distribu-

tion. The n-dimensional density function for the distribution of the first n

coordinates of the Poisson-Dirichlet distribution is given by

f (n)(s1, s2, . . . , sn) =
1

s1 · · · sn
ρ(

1− s1 − · · · − sn
sn

),

for 0 < sn < · · · < s1 < 1 and

n∑
j=1

sj < 1.

Let p+
j (n) denote the jth largest distinct prime divisor of n, with p+

j (n) = 1

if n has fewer than j distinct prime divisors. In 1972 Billingsley [2] gave a

probabilistic proof of the fact that 1
logn(log p+

1 (n), log p+
2 (n), . . .) on [N ] with

the uniform distribution converges weakly in distribution as N →∞ to the

Poission-Dirichlet distribution. However, he did not identify it as such as the

the theory of the Poisson-Dirichlet distribution had not yet been developed.

(We note that the random vector consisting of the lengths of the cycles of a

uniformly random permutation of [N ], arranged in decreasing order, when

normalized by dividing their lengths by N , also converges as N →∞ to the

Poisson-Dirichlet distribution [1].)

The rest of the paper is organized as follows. We prove Proposition 3

in section 2. In section 3 we prove that if the limiting distribution of logn
logN

under PN exists, then it must be the Dickman distribution. The proofs of

Theorems 1-3 are given successively in sections 4-6 below.

2. Proof of Proposition 3

For the proof of the proposition we need the following result which is

obviously known; however, as we were unable to find it in a number theory

text, we supply a proof in the appendix.

Proposition 5. For 1 ≤ l < k,

(2.1) Dnat(βpj ≥ l|Sk) ≡
Dnat({βpj ≥ l} ∩ Sk)

Dnat(Sk)
=

( 1
pj

)l − ( 1
pj

)k

1− ( 1
pj

)k
.
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Remark. When k = 2 and l = 1, (2.1) becomes

Dnat(βpj ≥ 1|S2) = 1
1+pj

. That is, among square-free numbers, the natural

density of those divisible by the prime pj is 1
pj+1 .

Proof of Proposition 3. In light of Proposition 1, it follows immediately that

for l ≤ N , the random vector {βpj}lj=1 under PN has the distribution of

{Xpj}lj=1 under P , this latter distribution being the weak limit as N →∞ of

the distribution of {βpj}lj=1 on [N ] with the uniform distribution. From this

it follows that Dlog-indep and Dnat coincide on the algebra of sets generated

by the inverse images of the {βpj}∞j=1.

It is well-known that Dnat(Sk) = 1
ζ(k) , where ζ(s) =

∑∞
n=1

1
ns is the

Riemann zeta function [22]. On the other hand, by Proposition 1 we have

PN (Sk) = P (Xpj < k, j ∈ [N ]) =

N∏
j=1

P (Xj < k) =

N∏
j=1

(1− 1

pkj
),

and so by the Euler product formula we conclude that

Dlog-indep(Sk) = lim
N→∞

PN (Sk) = lim
N→∞

N∏
j=1

(1− 1

pkj
) =

1

ζ(k)
.

Thus, the two densities coincide on the algebra generated by {Sk}∞k=2.

Also, for j ≤ N , k ≥ 2 and l < k, we have

P
(k)
N (βpj ≥ l) = PN (βpj ≥ l|Sk) = P

(
Xpj ≥ l|Xpi < k, i = 1, . . . , N

)
=

P (Xpj ≥ l|Xpj < k) =

∑k−1
i=l ( 1

pj
)i(1− 1

pj
)∑k−1

i=0 ( 1
pj

)i(1− 1
pj

)
=

( 1
pj

)l − ( 1
pj

)k

1− ( 1
pj

)k
.

Thus, Dlog-indep(βpj ≥ l|Sk) ≡
Dlog-indep({βpj≥l}∩Sk)

Dlog-indep(Sk) =
( 1
pj

)l−( 1
pj

)k

1−( 1
pj

)k
. Recalling

Proposition 5, we conclude that the two densities indeed coincide on the

algebra generated by the inverse images of {βpj}∞j=1 and the sets {Sk}∞k=2.

�

3. If the limiting distribution exists, it must be Dickman

In this section we present a proof of the following theorem, independent

of our proof of Theorem 1,
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Theorem 4. If the limiting distribution of logn
logN under PN exists, then it

must be the Dickman distribution.

Proof. Let

J+
N = max{j ∈ [N ] : Xpj 6= 0},

with max ∅ ≡ 0. By Proposition 1, the distribution of logn
logN under PN is

equal to the distribution of

(3.1)

DN ≡
1

logN

N∑
n=1

Xpj log pj =
( log J+

N

logN

) 1

log J+
N

J+
N−1∑
j=1

Xpj log pj+

Xp
J+
N

log pJ+
N

logN
,

where, of course, the sum on the right hand side above is interpreted as

equal to 0 if J+
N ≤ 1, and where we define p0 = 1. Our assumption

is that {DN}∞N=1 converges weakly to some distribution. Since P (J+
N ≤

j) =
∏N
m=j+1(1 − 1

pm
), we have J+

N → ∞ a.s. as N → ∞. Also, by

the independence of {Xpj}∞j=1, we have
∑J+

N−1
j=1 Xpj log pj |{J+

N = j0}
dist
=∑j0−1

j=1 Xpj log pj . Thus, 1
log J+

N

∑J+
N−1
j=1 Xpj log pj converges weakly to the

same distribution. Using no more than the weak form of Merten’s for-

mula (namely,
∏N
j=1(1 − 1

pj
)−1 ∼ c logN , for some c) for the asymptotic

equivalence below, we have for 0 < x < 1,

(3.2) P (
log J+

N

logN
≤ x) = P (J+

N ≤ N
x) =

N∏
j=[Nx+1]

(1− 1

pj
) ∼ logNx

logN
= x.

Using only the fact that pj = o(j(1+ε)), for any ε > 0, it follows that (3.2)

also holds with
log J+

N
logN replaced by

log p
J+
N

logN . Note that Xp
J+
N

conditioned on

{J+
N = j0} is distributed as Xpj0

conditioned on {Xpj0
≥ 1}. A trivial

calculation shows that the conditional distribution of Xpj , conditioned on

Xpj ≥ 1, converges weakly to 1 as j → ∞. From the above facts and (3.1)

it follows that if D denotes a random variable distributed according to the

limiting distribution of {DN}∞N=1, then

D
dist
= D′U + U, U

dist
= Unif([0, 1]), D′

dist
= D, U and D′ independent.
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From this, it is a calculus exercise to show that D has a continuous density

f , that f is equal to some constant c on (0, 1], and that f satisfies the

differential-delay equation satisfied by the Dickman function ρ on x > 1.

(See, for example, [21].) Thus f = cρ. Since f is a density and since∫∞
0 ρ(x)dx = eγ , it follows that the density of D is e−γρ. �

4. Proof of Theorem 1

We first prove the theorem for PN . Let EN denote the expectation with

respect to PN . Using Proposition 1, we have

EN
log n

logN
=

1

logN

N∑
j=1

EXpj log pj =
1

logN

N∑
j=1

log pj
pj − 1

.

Mertens’ first theorem [19] states that
∑

p≤N
log p
p ∼ logN , where the sum

is over all primes less than or equal to N . Thus, using nothing more than

the trivial bound pN ≤ Nk, for some k, it follows that {EN logn
logN }

∞
N=1 is

bounded, and therefore that the distributions of the nonnegative random

variables { logn
logN }

∞
N=1 under {PN}∞N=1 are tight. In the next paragraph we

will prove that their Laplace transforms converge to exp(−
∫ 1

0
1−e−tx

x dx).

This proves that the distributions converge weakly. By the argument in the

paragraph containing (3.1), it then follows that the limiting distribution is

the Dickman distribution. Alternatively, the above function is known to be

the Laplace transform of the Dickman distribution [18, 23].

By Proposition 1, we have for t ≥ 0,

(4.1)

EN exp(−t log n

logN
) = E exp(− t

logN

N∑
j=1

Xpj log pj) =

N∏
j=1

E exp(− t log pj
logN

Xpj ).

For s ≥ 0,

(4.2)

E exp(−sXpj ) =

∞∑
k=0

e−sk(
1

pj
)k(1− 1

pj
) = (1− 1

pj
)

1

1− e−s

pj

=
1

1 + 1−e−s

pj−1

.
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From (4.1) and (4.2) we have

(4.3) logEN exp(−t log n

logN
) = −

N∑
j=1

log
(
1 +

1− exp(−t log pj
logN )

pj − 1

)
.

Now x − x2

2 ≤ log(1 + x) ≤ x, for x ≥ 0, and by the bounded convergence

theorem, limN→∞
∑N

j=1

(
1−exp(−t

log pj
logN

)

pj−1

)2
= 0; thus,

(4.4) lim
N→∞

logEN exp(−t log n

logN
) = − lim

N→∞

N∑
j=1

1− exp(−t log pj
logN )

pj − 1
.

Let x
(N)
j =

log pj
logN and ∆

(N)
j = x

(N)
j+1 − x

(N)
j . By the PNT, pj ∼ j log j, as

j →∞; thus

(4.5)

log pj+1−log pj ∼ log
(j + 1) log(j + 1)

j log j
= log

(
(1+

1

j
)(1+

log(1 + 1
j )

log j
)
)
∼ 1

j
∼ log pj

pj
.

Consequently,

(4.6) ∆
(N)
j ∼ log pj

pj logN
, uniformly as j,N →∞.

Note also that

(4.7) lim
N→∞

x
(N)
1 = 0, lim

N→∞
x

(N)
N = 1.

We rewrite the summand on the right hand side of (4.4) as

(4.8)

N∑
j=1

1− exp(−t log pj
logN )

pj − 1
=

N∑
j=1

1− exp(−t log pj
logN )

log pj
logN

log pj
(pj − 1) logN

=

N∑
j=1

1− exp(−tx(N)
j )

x
(N)
j

log pj
(pj − 1) logN

.

From (4.6)-(4.8) along with (4.4) we conclude that

(4.9) lim
N→∞

EN exp(−t log n

logN
) = exp(−

∫ 1

0

1− e−tx

x
dx).

This completes the proof of the theorem for PN .
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We now turn to P
(k)
N . Let E

(k)
N denote the expectation with respect to

P
(k)
N . By Proposition 2,

(4.10)

E
(k)
N exp(−t log n

logN
) = E exp(− t

logN

N∑
j=1

X(k)
pj log pj) =

N∏
j=1

E exp(− t log pj
logN

X(k)
pj ).

For s ≥ 0,

(4.11) E exp(−sX(k)
pj ) =

k−1∑
l=0

e−sl(
1

pj
)l

1− 1
pj

1− ( 1
pj

)k
=

1− 1
pj

1− ( 1
pj

)k

1− ( e
−s

pj
)k

1− e−s

pj

.

Comparing the equality between the first and third expressions in (4.2) with

(4.11), we have

(4.12)

E exp(−sX(k)
pj ) =

1− ( e
−s

pj
)k

1− ( 1
pj

)k
E exp(−sXpj ) =

(
1+

( 1
pj

)k(1− e−sk)
1− ( 1

pj
)k

)
E exp(−sXpj ).

Thus, from (4.1), (4.10) and (4.12) we have

(4.13)

E
(k)
N exp(−t log n

logN
) = EN exp(−t log n

logN
)
N∏
j=1

(
1 +

( 1
pj

)k
(
1− exp(−kt log pj

logN )
)

1− ( 1
pj

)k

)
.

By the bounded convergence theorem,

(4.14) lim
N→∞

N∑
j=1

( 1
pj

)k
(
1− exp(−kt log pj

logN )
)

1− ( 1
pj

)k
= 0.

Thus, from (4.9), (4.13) and (4.14), we conclude that

lim
N→∞

E
(k)
N exp(−t log n

logN
) = exp(−

∫ 1

0

1− e−tx

x
dx).

�

5. Proof of Theorem 2

We prove the theorem for PN ; the proof for P
(k)
N is done analogously. For

definiteness and convenience, we define logn
log p+(n)

|n=1 = 0. Let

J+
N = max{j ∈ [N ] : Xpj 6= 0},
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with max ∅ defined to be 0. By Proposition 1, logn
log p+(n)

under PN is equal in

distribution to
1{J+

N
6=0}

log p
J+
N

∑N
j=1Xpj log pj . On {J+

N 6= 0}, we write

1

log pJ+
N

N∑
j=1

Xpj log pj =
1

log pJ+
N

J+
N−1∑
j=1

Xpj log pj +Xp
J+
N

.

As noted in the paragraph containing (3.1), J+
N →∞ a.s. as N →∞. Also,

by the independence of {Xpj}∞j=1, we have
∑J+

N−1
j=1 Xpj log pj |{J+

N = j0}
dist
=∑j0−1

j=1 Xpj log pj . Thus, it follows from Theorem 1 that 1
log J+

N

∑J+
N−1
j=1 Xpj log pj

converges weakly to the Dickman distribution. By the PNT, pJ+
N
∼ J+

N log J+
N ;

thus also 1
log p

J+
N

∑J+
N−1
j=1 Xpj log pj a.s. converges weakly to the Dickman dis-

tribution.

Note that Xp
J+
N

conditioned on {J+
N = j0} is distributed as Xpj0

condi-

tioned on {Xpj0
≥ 1}. A trivial calculation shows that Xpj0

conditioned on

{Xpj0
≥ 1} converges weakly to 1 as j0 →∞; thus, XpjN

converges weakly

to 1. Consequently, logn
log p+(n)

under PN converges weakly to D+1 as N →∞.

�

6. Proof of Theorem 3

As noted after the statement of the theorem, we will prove (1.20) with

sω(s) replaced by
∑[s]

L=1 ΛL(s), where ΛL is as in (1.21). That is, we will

prove that

(6.1) PN (
log n

log p+(n)
≤ s) ∼ (e−γ log logN)

∑[s]
L=1 ΛL(s)

logN
, s ≥ 1.

We will first prove (6.1) for s ∈ [1, 2], then for s ∈ [2, 3], and then for

s ∈ [3, 4]. After treating these three particular cases, an inductive argument

for the general case of s ∈ [L,L+ 1] will be explained succinctly.

For definiteness and convenience, we define logn
log p−(n)

|n=1 = 0. Of course,
logn

log p−(n)
≥ 1, for n ≥ 2. Let

J−N = min{j ∈ [N ] : Xpj 6= 0},
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with min ∅ defined to be 0. Note that by (1.8),

(6.2) P (
log n

log p−(n)
< 1) = P (J−N = 0) = C−1

N ∼ e−γ

logN
.

By Proposition 1, logn
log p−(n)

under PN is equal in distribution to
1{J−

N
6=0}

log p
J−
N

∑N
j=1Xpj log pj .

Thus, we have

(6.3)

PN (L ≤ log n

log p−(n)
≤ s) =

N∑
a=1

P
(
L log pa ≤

N∑
j=a

Xpj log pj ≤ s log pa|J−N = a
)
P (J−N = a), for L ∈ N,

and

(6.4) P (J−N = a) =
1

pa

a−1∏
j=1

(1− 1

pj
).

Under the conditioning {J−N = a}, the random variables {Xpj}Nj=a are still

independent, and for j > a, Xpj is distributed as before, namely according

to Geom(1− 1
pj

); however Xpa is now distributed as a Geom(1− 1
pa

) random

variable conditioned to be positive.

Consider first L = 1 and s ∈ [1, 2]. For s 6= 2, the inequality log pa ≤∑N
j=aXpj log pj ≤ s log pa in (6.3) under the conditional probability P ( · |J−N =

a) will hold if and only if Xpa = 1 and Xpj = 0, for a + 1 ≤ j ≤ N . For

s = 2 it will hold if and only if Xpa is equal to either 1 or 2 and Xpj = 0,

for a+ 1 ≤ j ≤ N . Thus, we have

(6.5)

P
(

log pa ≤
N∑
j=a

Xpj log pj ≤ s log pa|J−N = a
)

=


∏N
j=a(1−

1
pj

), s ∈ [1, 2);∏N
j=a(1−

1
pj

) + 1
pa

∏N
j=a(1−

1
pj

), s = 2.

From (6.2)-(6.5), along with (1.8) and (1.16) and the fact that Λ1(s) ≡ 1 for

s ∈ [1, 2], we obtain

(6.6) PN (
log n

log p−(n)
≤ s) ∼ C−1

N

N∑
a=1

1

pa
∼ (e−γ log logN)

Λ1(s)

logN
, s ∈ [1, 2].
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Now consider L = 2 and s ∈ [2, 3]. Let

Ja,1(s) = max{j : pj ≤ ps−1
a }.

(Note that Ja,1(s) ≥ a, for s ≥ 2.) Then for s ∈ [2, 3), the inequality

2 log pa ≤
∑N

j=aXpj log pj ≤ s log pa in (6.3) under the conditional proba-

bility P ( · |J−N = a) will hold if and only if either Xpa = 2 and Xpj = 0

for a + 1 ≤ j ≤ N , or Xpa = 1, Xpj = 1 for exactly one j satisfying

a+1 ≤ j ≤ Ja,1(s)∧N , and Xpj = 0 for all other j satisfying a+1 ≤ j ≤ N .

Thus, we have

(6.7)

P
(

2 log pa ≤
N∑
j=a

Xpj log pj ≤ s log pa|J−N = a
)

=

1

pa

N∏
j=a

(1− 1

pa
) +

Ja,1(s)∧N∑
l=a+1

1

pl

N∏
j=a

(1− 1

pj
), s ∈ [2, 3),

where, of course, the sum on the right hand side above is interpreted as 0

if Ja,1(s) = a. For the case s = 3, there is also the possibility of Xpa = 3

and Xpj = 0 for a + 1 ≤ j ≤ N . The P ( · |J−N = a)-probability of this is

1
p2a

∏N
j=a(1−

1
pa

). Thus, with s = 3, (6.7) has the additional term 1
p2a

∏N
j=a(1−

1
pa

) on the right hand side. However, this term does not contribute to the

leading order asymptotics. From (6.3), (6.4) and (6.7), we obtain

(6.8)

PN (2 ≤ log n

log p−(n)
≤ s) = C−1

N

( N∑
a=1

1

p2
a

+

N∑
a=1

1

pa

Ja,1(s)∧N∑
l=a+1

1

pl

)
, s ∈ [2, 3).

Since pa ∼ a log a as a→∞, it follows that

(6.9) Ja,1(s) log Ja,1(s) ∼ (a log a)s−1, as a→∞.

Taking the logarithm of each side in (6.9), we obtain

(6.10) lim
a→∞

log Ja,1(s)

log a
= s− 1.
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Using Mertens’ second theorem in the form (1.15) along with the fact that

pj ∼ j log j, we have

(6.11)
Ja,1(s)∑
l=a+1

1

pl
∼ log log

(
Ja,1(s) log Ja,1(s)

)
−log log(a log a) ∼ log

log Ja,1(s)

log a
, as a→∞,

and thus, by (6.10),

(6.12) lim
a→∞

Ja,1(s)∑
l=a+1

1

pl
= log(s− 1).

Now choose any b ∈ (0, 1
s ). Then (N b logN b)s < N for all large N . By

(6.9),

(6.13) Ja,1(s) ≤ N, for a ≤ N b and sufficiently large N.

By Mertens’ second theorem in the form (1.16), we have

(6.14)

N∑
a=1

1

pa
=

Nb∑
a=1

1

pa
+O(1) ∼ log logN.

From (6.12)-(6.14), we obtain

(6.15)
N∑
a=1

1

pa

Ja,1(s)∧N∑
l=a+1

1

pl
∼

Nb∑
a=1

1

pa

Ja,1(s)∑
l=a+1

1

pl
∼ (log logN) log(s− 1).

Recalling the asymptotic behavior of CN , recalling from (1.21) that Λ2(s) =

log(s− 1) for s ≥ 2, and using (6.8) and (6.15), we conclude that

(6.16) PN (2 ≤ log n

log p−(n)
≤ s) ∼ (e−γ log logN)

Λ2(s)

logN
, s ∈ [2, 3],

where the inclusion of the right endpoint s = 3 follows from the remarks

made after (6.7). From (6.6) with s = 2 and (6.16), along with the fact that

Λ1(s) ≡ 1, we obtain

(6.17) PN (
log n

log p−(n)
≤ s) ∼ (e−γ log logN)

Λ1(s) + Λ2(s)

logN
, s ∈ [2, 3].

Now consider L = 3 and s ∈ [3, 4]. In fact we will work with s ∈ [3, 4) since

the case s = 4 is slightly different but leads to the same asymptotics, similar

to the remarks after (6.7). Then the inequality 3 log pa ≤
∑N

j=aXpj log pj ≤
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s log pa in (6.3) under the conditional probability P ( · |J−N = a) will hold if

and only if one of the following four situations obtains:

(6.18)

(1) Xpa = 3;Xpj = 0, for a+ 1 ≤ j ≤ N.

(2) Xpa = 2;Xpj = 1 for exactly one j satisfying a+ 1 ≤ j ≤ Ja,1(s− 1) ∧N ;

Xpj = 0 for all other j satisfying a+ 1 ≤ j ≤ N.

(3) Xpa = 1;Xpj = 1 for exactly one j satisfying Ja,1(3) < j ≤ Ja,1(s) ∧N ;

Xpj = 0 for all other j satisfying a+ 1 ≤ j ≤ N.

(4) Xpa = 1; there exist j1, j2, satisfying a+ 1 ≤ j1 ≤ j2 ≤ N and pj1pj2 ≤ ps−1
a ,

such that Xj1 = Xj2 = 1, if j1 6= j2 and Xj1 = 2 if j1 = j2;

Xpj = 0 for all other j satisfying a+ 1 ≤ j ≤ N.

Because
∑∞

a=1
1
p2a
<∞, the probabilities from situations (1) and (2) in (6.18)

do not contribute to the leading order asymptotics of PN (3 ≤ logn
log p−(n)

≤ s),
just as in the case L = 2 and s ∈ [2, 3), the probability from the case Xpa = 2

did not contribute to the leading order asymptotics there. (The contribution

there from the case Xpa = 2 is the term C−1
N

∑N
a=1

1
p2a

in (6.8).)

The analysis of the contribution from situation (3) in (6.18) follows the

same line of analysis as above when L = 2 and s ∈ [2, 3) for the case Xpa = 1,

Xpj = 1 for exactly one j satisfying a + 1 ≤ j ≤ Ja,1(s) ∧ N , and Xpj = 0

for all other j satisfying a+ 1 ≤ j ≤ N . The difference is that there one had

Xpj = 1 for exactly one j satisfying a+1 ≤ j ≤ Ja,1(s)∧N , while here one has

Xpj = 1 for exactly one j satisfying Ja,1(3) < j ≤ Ja,1(s)∧N . Thus, whereas

the corresponding contribution there was the term
∑N

a=1
1
pa

∑Ja,1(s)∧N
l=a+1

1
pl

in (6.8), the contribution here will be
∑N

a=1
1
pa

∑Ja,1(s)∧N
l=Ja,1(3)+1

1
pl

. Similar to

(6.11), we have
∑Ja,1(s)∧N

l=Ja,1(3)+1
1
pl
∼ log

log Ja,1(s)
log Ja,1(3) , and from (6.10) we have

lima→∞
log Ja,1(s)
log Ja,1(3) = s−1

3−1 = s−1
2 . Thus, similar to (6.15), we obtain

(6.19)
N∑
a=1

1

pa

Ja,1(s)∧N∑
l=Ja,1(3)+1

1

pl
∼

Nb∑
a=1

1

pa

Ja,1(s)∑
l=Ja,1(3)+1

1

pl
∼ (log logN)

(
log(s− 1)− log 2

)
.
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And finally, similar to (6.16), the contribution to PN (3 ≤ logn
log p−(n)

≤ s) from

situation (3), which we denote by ρ3(s), satisfies

(6.20) ρ3(s) ∼ (e−γ log logN)
Λ2(s)− Λ2(3)

logN
, s ∈ [3, 4],

where the inclusion of the right endpoint s = 4 follows from the remarks

made at the beginning of the treatment of the case s ∈ [3, 4].

We know analyze the contribution from situation (4) in (6.18). From

(6.3) and (6.4), the contribution to PN (3 ≤ logn
log p−(n)

≤ s) from situation (4),

which we will denote by ρ4(s), is

(6.21) ρ4(s) = C−1
N

N∑
a=1

1

pa

∑
a+1≤j1≤j2≤N

pj1pj2≤p
s−1
a

1

pj1pj2
.

Define

Ja(s, j1) = max{j : pj ≤
ps−1
a

pj1
}, Ja,2(s) = max{j : p2

j ≤ ps−1
a }.

Then

(6.22) ρ4(s) = C−1
N

N∑
a=1

1

pa

Ja,2(s)∧N∑
j1=a+1

1

pj1

Ja(s,j1)∧N∑
j2=j1

1

pj2
.

Since pj ∼ j log j, it follows that Ja,2(s) log Ja,2(s) ∼ (a log a)
s−1
2 , as a→

∞. Taking the logarithm of both sides above, it follows that log Ja,2(s) ∼
s−1

2 log a as a→∞. Thus

(6.23) Ja,2(s) ∼ 2

s− 1
a

s−1
2 (log a)

s−3
2 , as a→∞.

Consider now Ja(s, j1), for a+ 1 ≤ j1 ≤ Ja,2(s). Similarly as in the above

paragraph, it follows that Ja(s, j1) log Ja(s, j1) ∼ (a log a)s−1

j1 log j1
, as j1, a → ∞.

Since j1 ≤ Ja,2(s), it follows from (6.23) that j1 = o(as−1). Thus, taking

the logarithm of both sides above, we have

(6.24) log Ja(s, j1) ∼ (s− 1) log a− log j1, as j1, a→∞.

Therefore,

(6.25) Ja(s, j1) ∼ as−1(log a)s−1

j1 log j1
(
(s− 1) log a− log j1

) , as j1, a→∞.
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In light of (6.23) and (6.25), we can choose b ∈ (0, 1), depending on s, such

that Ja(s, j1) ≤ N and Ja,2(s) ≤ N , for all a ≤ N b and all sufficiently large

N . Thus, from (6.14) and (6.22) , we have, similar to the first asymptotic

equivalence in (6.15),

(6.26) ρ4(s) ∼ C−1
N

Nb∑
a=1

1

pa

Ja,2(s)∑
j1=a+1

1

pj1

Ja(s,j1)∑
j2=j1

1

pj2
.

By (1.16) and (6.24), we have

(6.27)
Ja(s,j1)∑
j2=j1

1

pj2
∼ log

log Ja(s, j1)

log j1
∼ log

(s− 1) log a− log j1
log j1

= log
(
(s− 1)

log a

log j1
− 1
)
,

as j1, a→∞.

Using (6.27), (6.23) and the fact that pj ∼ j log j as j →∞, we have

(6.28)

Ja,2(s)∑
j1=a+1

1

pj1

Ja(s,j1)∑
j2=j1

1

pj2
∼

Ja,2(s)∑
j1=a+1

1

j1 log j1
log
(
(s− 1)

log a

log j1
− 1
)
∼

∫ Ja,2(s)

a

1

x log x
log
(
(s− 1)

log a

log x
− 1
)
dx ∼

∫ a
s−1
2

a

1

x log x
log
(
(s− 1)

log a

log x
− 1
)
dx, as a→∞,

where the final asymptotic equivalence follows from the iterated logarith-

mic growth rate of the indefinite integral of the integrand appearing in the

equation. Making the substitution

x = a
s−1
u2

reveals that the second integral in (6.28) is in fact independent of a. We

obtain

(6.29)

∫ a
s−1
2

a

1

x log x
log
(
(s− 1)

log a

log x
− 1
)
dx =

∫ s−1

2

du2

u2
log(u2 − 1) =∫ s−1

2

∫ u2−1

1

du1

u1

du2

u2
= Λ3(s).
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From (6.28) and (6.29), we conclude that

(6.30) lim
a→∞

Ja,2(s)∑
j1=a+1

1

pj1

Ja(s,j1)∑
j2=j1

1

pj2
= Λ3(s).

Thus, recalling the asymptotic behavior of CN , from (6.30), (6.26) and (6.14)

we conclude that

(6.31) ρ4(s) ∼ (e−γ log logN)
Λ3(s)

logN
, s ∈ [3, 4],

where the inclusion of the right endpoint s = 4 follows from the remarks

made at the beginning of the treatment of the case s ∈ [3, 4]. From (6.20)

and (6.31), we conclude that

(6.32)

PN (3 ≤ log n

log p−(n)
≤ s) ∼ (e−γ log logN)

(
Λ2(s)− Λ2(3)

)
+ Λ3(s)

logN
, s ∈ [3, 4].

From (6.17) with s = 3 and (6.32), and recalling that Λ1(s) ≡ 1, we have

PN (
log n

log p−(n)
≤ s) ∼ (e−γ log logN)

Λ1(s) + Λ2(s) + Λ3(s)

logN
, s ∈ [3, 4].

We now consider the general case that s ∈ [L,L + 1]. By induction, we

have

(6.33) PN (
log n

log p−(n)
≤ s) ∼ (e−γ log logN)

∑[s]
l=1 Λl(s)

logN
, s ≤ L.

Making a list similar to (6.18), and analyzing the situations as was done

there, one concludes that the situations with Xpa ≥ 2 do not contribute to

the leading order asymptotics of PN (L ≤ logn
log p−(n)

≤ s), while the situations

with Xpa = 1 do contribute. When Xpa = 1, we obtain L − 1 situations,

with all but one of them of the form already treated in the case of L−1. (In

(6.18), where L = 3, there were 2 such situations—labeled there (3) and (4),

and one of them, namely (3), was of the form already treated for L = 2.)

Thus, by induction and by the argument used to show that the contribution

from situation (3) in (6.18) is as it appears in (6.20), these terms will give
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asymptotic contributions

(6.34)

(e−γ log logN)
Λ1(s)− Λ1(L)

logN
, . . . , (e−γ log logN)

ΛL−1(s)− ΛL−1(L)

logN
.

We now look at the new situation that arises; namely the one in which

Xpa = 1 and there exist j1, . . . , jL−1 satisfying a+ 1 ≤ j1 ≤ · · · ≤ jL−1 ≤ N
and

∏L−1
i=1 pji ≤ ps−1

a , such that for j ∈ {a + 1, . . . , N}, Xj is equal to the

number of times j appears among the {ji}L−1
i=1 . From (6.3) and (6.4), the

contribution to PN (L ≤ logn
log p−(n)

≤ s) from this situation, similar to (6.21)

in the case L = 3, is

(6.35) C−1
N

N∑
a=1

1

pa

∑
a+1≤j1≤···≤jL−1≤N∏L−1

i=1 pji≤p
s−1
a

1∏L−1
i=1 pji

.

An analysis analogous to that implemented between (6.21) and (6.30) gives

(6.36)

lim
a→∞

∑
a+1≤j1≤···≤jL−1≤N∏L−1

i=1 pji≤p
s−1
a

1∏L−1
i=1 pji

=

∫ s−1

L−1

∫ uL−1−1

L−2
· · ·
∫ u2−1

1

L−1∏
j=1

duj
uj

= ΛL(s).

From (6.35) and (6.36) it follows that the contribution to the leading order

asymptotics of PN (L ≤ logn
log p−(n)

≤ s) from this situation is (e−γ log logN)ΛL(s)
logN .

We conclude from this and (6.34) that

(6.37)

PN (L ≤ log n

log p−(n)
≤ s) ∼ (e−γ log logN)

ΛL(s) +
∑L−1

l=1

(
Λl(s)− Λl(L)

)
logN

, s ∈ [L,L+1].

From (6.33) with s = L and from (6.37), we conclude that

PN (L
log n

log p−(n)
≤ s) ∼ (e−γ log logN)

∑L
l=1 Λl(s)

logN
, s ∈ [L,L+ 1].

This completes the proof of (6.1). �

7. Appendix: Proof of Proposition 5

For notational convenience, we will work with p instead of pj . The proof is

via the inclusion-exclusion principle along with the fact thatDnat(Sk) = 1
ζ(k) ,
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where Sk denotes the k-free integers, as was noted with a reference in the

proof of Proposition 3. Recall that 1 ≤ l < k. We have

IN ≡ |{n : p l|n, n ≤ N,n ∈ Sk}| = |{n1 : n1 ≤ [
N

p l
], n1 ∈ Sk, p k−l - n1}| =

|{n1 : n1 ≤ [
N

p l
], n1 ∈ Sk}| − |{n1 : n1 ≤ [

N

p l
], n1 ∈ Sk, p k−l|n1}| ≡ IN,1 − IN,2.

Similarly,

IN,2 = |{n2 : n2 ≤ [
N

p k
], n2 ∈ Sk, p l - n2}| =

|{n2 : n2 ≤ [
N

p k
], n2 ∈ Sk}| − |{n2 : n2 ≤ [

N

p k
], n2 ∈ Sk, p l|n2}| ≡ IN,3 − IN,4,

and

IN,4 = |{n3 : n3 ≤ [
N

p k+l
], n3 ∈ Sk, p k−l - n3}| =

|{n3 : n3 ≤ [
N

p k+l
], n3 ∈ Sk}| − |{n3 : n3 ≤ [

N

p k+l
], n3 ∈ Sk, p k−l|n3}| ≡ IN,5 − IN,6.

So up to this point, we have

IN = IN,1 − IN,3 + IN,5 − IN,6.

Now limN→∞
IN,1

N = 1
p lDnat(Sk) = 1

p lζ(k)
, limN→∞

IN,3

N = 1
p kDnat(Sk) =

1
p kζ(k)

and limN→∞
IN,5

N = 1
p k+lDnat(Sk) = 1

p k+lζ(k)
. Continuing this process

of inclusion-exclusion, we have

IN =
∞∑
m=0

IN,4m+1 −
∞∑
m=0

IN,4m+3,

where for each N only a finite number of the summands above are non-zero.

Now

lim
N→∞

IN,4m+1

N
=

1

pmk+lζ(k)
, m = 0, 1, . . . ,

and

lim
N→∞

IN,4m+3

N
=

1

p (m+1)kζ(k)
, m = 0, 1, . . . .

From this we conclude that

Dnat(βp ≥ l, Sk) =
1

ζ(k)

∞∑
m=0

1

pmk+l
− 1

ζ(k)

∞∑
m=0

1

p(m+1)k
=

1

ζ(k)

1
pl
− 1

pk

1− 1
pk

.

Thus, Dnat(βp ≥ l|Sk) =
1

pl
− 1

pk

1− 1

pk

. �
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