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Abstract. Let D ⊂ Rd be a bounded domain and let

L =
1

2
∇ · a∇+ b · ∇

be a second order elliptic operator on D. Let ν be a probability measure

on D. Denote by L the differential operator whose domain is specified

by the following non-local boundary condition:

DL = {f ∈ C2(D) :

∫

D

fdν = f |∂D},

and which coincides with L on its domain. Clearly 0 is an eigenvalue

for L, with the corresponding eigenfunction being constant. It is known

that L possesses an infinite sequence of eigenvalues, and that with the

exception of the zero eigenvalue, all eigenvalues have negative real part.

Define the spectral gap of L, indexed by ν, by

γ1(ν) ≡ sup{Re λ : 0 6= λ is an eigenvalue for L}.

In this paper we investigate the eigenvalues of L in general and the

spectral gap γ1(ν) in particular.

The operator L and its spectral gap γ1(ν) have probabilistic signif-

icance. The operator L is the generator of a diffusion process with

random jumps from the boundary, and γ1(ν) measures the exponential

rate of convergence of this process to its invariant measure.

1. Introduction and Statement of Results

Let D ⊂ Rd be a bounded domain and let

L =
1
2
∇ · a∇+ b · ∇

1
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be a second order elliptic operator on D. We will assume that a = {aij}d
i,j=1

is positive definite with entries in C2,α(Rd) and that b = (b1, . . . , bd) has

entries in C1,α(Rd), for some α ∈ (0, 1]. Note that we have written the

principal part of the operator L in divergence form. This has been done for

convenience and, in light of the above conditions on the coefficients, without

loss of generality. We will assume either that D has a C2,α-boundary or that

D = D1 × · · · × Dk, and L =
∑k

i=1 Li, where Li is defined on Di and Di

has a C2,α-boundary. This latter situation allows in particular for the case

of 1
2∆ on a cube.

Let ν be a probability measure on D. Denote by L the differential operator

whose domain is specified by a non-local boundary condition as follows:

DL = {f ∈ C2(D) :
∫

D
fdν = f |∂D},

and which coincides with L on its domain. (Non-local boundary conditions

in the spirit of the one above in the context of parabolic operators can be

found in the physics literature on “well-stirred” liquids. See [11] and [5].)

Clearly 0 is an eigenvalue for L, with the corresponding eigenfunction

being constant. It is known that L possesses an infinite sequence of eigen-

values, and that with the exception of the zero eigenvalue, all eigenvalues

have negative real part (see Theorem BP below). Note that the operator

L depends on the measure ν through its domain of definition. Define the

spectral gap of L, indexed by ν, by

(1.1) γ1(ν) ≡ sup{Re λ : 0 6= λ is an eigenvalue for L}.

In this paper we investigate the eigenvalues of L in general and the spectral

gap γ1(ν) in particular. The operator L and its spectral gap γ1(ν) have

probabilistic significance which we now point out.

Let GD(x, y) denote the Green’s function for L, defined by

GD(x, y) =
∫ ∞

0
pD(t, x, y)dt,
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where pD(t, x, y) is the Dirichlet heat kernel for L− d
∂t in D, or equivalently,

as a function of y, pD(t, x, y) is the transition subprobability density for the

diffusion process Y (t) in D corresponding to L, starting from x ∈ D and

killed upon exiting D. It was shown in [1] that there exists a Markov pro-

cess X(t) in D which coincides with the diffusion Y (t) governed by L until

it exits D, at which time it jumps to a point in the domain according to

the distribution ν and starts the diffusion afresh. This same mechanism is

repeated independently each time the process reaches the boundary. This

process is called a diffusion with random jumps from the boundary. In light of

the above probabilistic connection, from now on we will refer to the measure

ν appearing in the definition of L as the jump measure. Denote expected

values corresponding to this process starting from x ∈ D by Ex. Let P(D)

denote the space of probability measures on D. Under the smoothness con-

ditions stated above, the following theorem was proven in [1, Theorem 1 and

the remark following it].

Theorem (BP). Let X be the diffusion with random jumps from the bound-

ary corresponding to L and ν.

i. There exists a unique invariant measure µ for the process. It has a den-

sity, also denoted by µ, which is given by

µ(y) =

∫
D GD(x, y)dν(x)∫

D

∫
D GD(x, z)dν(x)dz

.

The map Inv: P(D) → P(D), defined by Inv(ν) = µ, is continuous in the

topology of weak convergence of probability measures.

ii. The operator L possesses an infinite sequence of eigenvalues. Further-

more,

lim
t→∞

1
t

log sup
f∈L∞(D), ||f ||∞≤1

||Exf(X(t))−
∫

D
fdµ||∞ = γ1(ν) < 0,

where γ1(ν), defined in (1.1), is the spectral gap of L.
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Remark. Actually, part (ii) of Theorem BP was proved in [1] for a more

general problem, where the jump measure from the boundary is allowed to

depend on the boundary location.

We now turn to the analysis of the eigenvalues of L in general and of

the spectral gap of L in particular. Note that by Theorem BP, the larger

the spectral gap, the faster is the rate of convergence to equilibrium for the

diffusion with random jumps.

We begin with a very special case of jump measure ν where the eigen-

values (and eigenfunctions) of L can be completely characterized in terms

of those of L with the Dirichlet boundary condition. Recall that the opera-

tor L with the Dirichlet boundary condition possesses an infinite sequence

of eigenvalues, all of which have negative real part. By the Krein-Rutman

theorem, the principal eigenvalue–the eigenvalue with largest real part—

is real and simple, and the corresponding eigenfunction does not change

sign The same is true for L̃, the formal adjoint of L with the Dirichlet

boundary condition. Furthermore, the principal eigenvalues of L and L̃ co-

incide. Let φ̃D
0 > 0 denote the principal eigenfunction corresponding to

the principal eigenvalue for L̃. Normalize it by
∫
D φ̃D

0 (x)dx = 1. Abusing

notation, we will also let φ̃D
0 denote the measure with density φ̃D

0 . (The

measure φ̃D
0 is the so-called quasi-invariant distribution for the original dif-

fusion corresponding to L with killing at the boundary. That is, one has

ED

φ̃D
0

(f(Y (t))|τD > t) =
∫
D f(x)φ̃D

0 (x)dx, for all t > 0, where τD is the first

exit time of the diffusion Y (t) from D and ED

φ̃D
0

denotes the expectation for

the diffusion killed at the boundary and starting from the distribution φ̃D
0 .)

Theorem 1. Consider the operator L in the case that the jump measure is

given by ν = φ̃D
0 , where φ̃D

0 is the normalized principal eigenfunction for the

formal adjoint L̃ of L with the Dirichlet boundary condition. Let {λD
n }∞n=0

denote the eigenvalues for L with the Dirichlet boundary condition, labeled

so that Re λD
n+1 ≤ Re λD

n , and let {φn}∞n=0 be a corresponding sequence
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of eigenfunctions. Then the eigenvalues for L are 0 and {λD
n }∞n=1 and a

corresponding sequence of eigenfunctions is given by 1 and {φn}∞n=1. In

particular,

γ1(φ̃D
0 ) = Re (λD

1 ).

Furthermore, φ̃D
0 is the invariant probability measure for the diffusion with

random jumps from the boundary corresponding to L. In fact, φ̃D
0 is the

unique fixed point for the map Inv: P(D) → P(D) defined in Theorem BP.

In order to make the spectral analysis tractable when the jump measure ν

is not the special measure considered in Theorem 1, we will need to assume

that the operator L with the Dirichlet boundary condition is self-adjoint,

although L will still not be self-adjoint, as we now explain. If the first-

order term b in the operator L is of the form b = a∇Q, then the operator

L can be written in the form L = 1
2 exp(−2Q)∇ · a exp(2Q)∇. Since we

can replace Q by Q + c, where c is a constant, without changing L, we will

assume without loss of generality that
∫
D exp(2Q)dx = 1. Let µrev denote

the probability measure exp(2Q)dx. In this case, the operator L with the

Dirichlet boundary condition, considered as an operator on L2(D,µrev), is

symmetric on the domain of smooth functions vanishing at the boundary

and is self-adjoint on an appropriate domain of definition. (The diffusion

process in D killed at the boundary, corresponding to L with the Dirichlet

boundary condition, is reversible and the normalized reversible measure is

µrev; whence the notation µrev.) The operator L, on the other hand, will

never be self-adjoint. Indeed, a straight forward calculation shows that the

adjoint operator (with respect to Lebesgue measure) L̃ of L is defined on a

domain which includes {v ∈ C2(D) ∩ C(D̄) : v = 0 on ∂D}, and for such

functions one has L̃v = L̃v − (
∫
D L̃v)ν, where L̃ = 1

2∇ · a∇ − b∇ − ∇ · b.
In the case that L is self-adjoint, if one takes the adjoint of L with respect

to µrev, then the adjoint is defined on the above class of functions by L̃v =

Lv − (
∫
D Lv)ν.
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We will begin with a key theoretical result, which will be mined to obtain

more concrete results. Before we can state the theorem, we need some

additional notation. The eigenvalues of the self adjoint operator L are real

and negative. We will denote them by {λD
n }∞n=0, labelled in nonincreasing

order. Denote the corresponding eigenfunctions by {φD
n }∞n=0, normalized by

∫
D φD

n dµrev = 1, n ≥ 0, and φD
0 > 0. Let

(1.2) Fn ≡
∫

D
φD

n dµrev and Gn(ν) ≡
∫

D
φD

n dν.

Let {ΛD
n }∞n=0 denote the collection of distinct eigenvalues among {λD

n }∞n=0,

labelled in decreasing order. We will sometimes need the following assump-

tion.

Assumption 1. The Fourier series
∑∞

n=0
Fn

λD
n

φD
n (x) converges uniformly

and absolutely.

Theorem 2. Assume that the operator L with the Dirichlet boundary con-

dition is self-adjoint. Let

Eν(λ) ≡
∞∑

n=0

FnGn(ν)
λD

n − λ
.

Let dn denote the dimension of the eigenspace corresponding to the n-th

distinct eigenvalue ΛD
n of L. Assume either that ν possesses an L2(D, dµrev)-

density or that Assumption 1 on the operator L holds.

Then the set of nonzero eigenvalues of L and their multiplicities are given

as follows:

i. The set {λ : Eν(λ) = 0} − {ΛD
n }∞n=1 consists of simple eigenvalues;

ii. For each n = 1, 2 · · · , the following rule determines whether ΛD
n is an

eigenvalue, and if so, specifies its multiplicity:

If dn = 1 and neither Fm = 0 nor Gm(ν) = 0, for the m satisfying λD
m =

ΛD
n , then ΛD

n is not an eigenvalue. Otherwise, ΛD
n is an eigenvalue and its

multiplicity is specified as follows:

If Gm(ν) 6= 0 for some m such that λD
m = ΛD

n and Fm 6= 0 for some m such

that λD
m = ΛD

n , then the multiplicity is dn − 1;
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If Gm(ν) = 0 for all m such that λD
m = ΛD

n and Fm 6= 0 for some m such

that λD
m = ΛD

n , or if Gm(ν) 6= 0 for some m such that λD
m = ΛD

n and Fm = 0

for all m such that λD
m = ΛD

n , then the multiplicity is dn;

If Gm(ν) = 0 for all m such that λD
m = ΛD

n and Fm = 0 for all m such

that λD
m = ΛD

n , then the multiplicity is dn if Eν(ΛD
n ) 6= 0 and is dn+1 if

Eν(ΛD
n ) = 0.

Furthermore, even without Assumption 1 or the density condition on ν,

the set of eigenvalues of L includes those listed in (ii).

Note that the complete characterization of the spectrum in Theorem 2

always holds if the jump measure ν possesses an L2(D, µrev)-density. If the

operator L on D satisfies Assumption 1, then it holds for all jump measures

ν ∈ P(D). The following theorem collects some sufficient conditions for

Assumption 1 to hold.

Theorem 3. i. If d = 1, then Assumption 1 holds.

ii. Let d = 2 and let L = 1
2 exp(−2Q)∇·a exp(2Q)∇ satisfy Q = 1

2 log
√

det(a−1)

(in which case L can be considered as 1
2∆M , where ∆M is the Laplacian of

a Riemannian manifold with metric a). Then Assumption 1 holds.

iii If d ≤ 3 and the eigenfunctions {φD
n }∞n=0 are uniformly bounded, then

Assumption 1 holds.

Remark. A direct calculation (see the proof of Proposition 1 below) shows

that the eigenfunctions {φD
n }∞n=0 are uniformly bounded for L = 1

2∆ in

D = (0, 1)d; however such a bound does not hold if D is a sphere [2].

As a first application of Theorem 2, we identify a class of jump measures

ν for which all the eigenvalues of L are real. The analysis of the spectrum

in this case turns out to be more tractable.

Theorem 4. Assume that the conditions of Theorem 2 are in force, and let

Fn and Gn(ν) be as in (1.2). Assume also that the jump measure ν satisifies

one of the following two conditions:



8 IDDO BEN-ARI AND ROSS G. PINSKY

i. FnGn(ν) ≥ 0, for all n ≥ 1, or FnGn(ν) ≤ 0, for all n ≥ 1;

ii. FnGn 6= 0 for at most two values of n.

Then all the eigenvalues of L are real.

When the nonzero eigenvalue with the largest real part is real, we can

prove an upper bound on the eigenvalue spectral gap, γ1(ν), of L.

Theorem 5. If the jump measure ν is such that the nonzero eigenvalue of

L with the largest real part is real, then

γ1(ν) < λD
0 .

Remark 1. Theorem 5 holds regardless of whether the operator L is self-

adjoint; however, if L is not self-adjoint then we have no way of determining

whether the nonzero eigenvalue of L with the largest real part is real.

Remark 2. As is well known, λD
0 gives the exponential rate of decay in t

of the probability that the diffusion Y (t) in D corresponding to L has not

yet hit the boundary by time t; that is, limt→∞ 1
t log Px(τD > t) = λD

0 ,

where τD is the first exit time of the diffusion from D. Now since γ1(ν)

gives the exponential rate of convergence of the distribution of the diffusion

with random jumps to its invariant measure, and since the jump mechanism

only comes into affect after time τD, Theorem 5 might seem (at least at first

blush) counter-intuitive.

The normalized reversible measure µrev, with respect to which L is self-

adjoint, plays a distinguished role as the jump measure. In particular, in

this case the spectral gap can be given by a variational formula.

Theorem 6. Assume that the operator L with the Dirichlet boundary con-

dition is self-adjoint. Let {λD
n }∞n=0 denote the eigenvalues of L with the

Dirichlet boundary condition. Let the jump measure be the normalized re-

versible measure µrev.

i. All the eigenvalues of L are real.
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ii.

γ1(µrev) = − inf
1
2

∫
D(∇ua∇u)dµrev∫

D u2dµrev
,

where the infimum is over functions u 6= 0 satisfying u|∂D =
∫
D udµrev =

0. The infimum is attained at a function umin which satisfies the

equation Lu = γ1(µrev)u + C, for some constant C, and the eigen-

function v1 for L corresponding to the eigenvalue γ1(µrev) is given

by v1 = umin + C
γ1(µrev)

.

iii.

λD
1 ≤ γ1(µrev) < λD

0 .

More precisely, consider the function

Eµrev(λ) =
∞∑

n=0

F 2
n

λD
n − λ

,

which is increasing for λ ∈ (λD
1 , λD

0 ). If the equation Eµrev(λ) =

0 possesses a root in (λD
1 , λD

0 ), then γ1(µrev) is equal to this root.

Otherwise, γ1(µrev) = λD
1 . In particular, such a root will exist if

Fj =
∫
D φD

j dµrev 6= 0, for some j ∈ {1, · · · , k0}, where k0 = max{n :

λD
n = λD

1 }. If Fj =
∫
D φD

j dµrev = 0, for all j ∈ {1, · · · , k0}, then

γ1(µrev) > λD
1 if and only if

(1.3)
F 2

0

λD
0 − λD

1

<
∞∑

n=k0+1

F 2
n

λD
1 − λD

n

.

Remark. Consider the diffusion process corresponding to L as in Theorem

6 with reflection at the boundary in the conormal direction an, where

n denotes the inward unit normal to D. The process is reversible and it

corresponds to a self-adjoint operator on L2(D, µrev) which is an extension

of L with the Neumann boundary condition ∇u · an = 0 on ∂D. For this

process, µrev is the invariant measure, and the rate of convergence to µrev is

given by the largest nonzero eigenvalue, λN
1 . This eigenvalue is given by the

variational formula in part (ii) of Theorem 6, but with the infimum being

taken over functions u satisfying
∫
D udµrev = 0 (without the additional
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restriction that u|∂D = 0). The infimum is attained at the eigenfunction(s)

corresponding to λN
1 , and it is known that any such function does not vanish

identically on ∂D. Thus, it follows from part (ii) of Theorem 6 that λN
1 >

γ1(µrev). Therefore, the rate of convergence to equilibrium is greater for the

diffusion with random jumps with jump measure µrev than for the reflected

diffusion, whose invariant measure is µrev.

Here is an application of condition (1.3) in part (iii) of Theorem 6.

Proposition 1. Consider the operator 1
2∆ in the d-dimensional unit cube,

D = (0, 1)d, and let the jump measure be Lebesgue measure, ld, on D. One

has λD
0 = −dπ2

2 and λD
1 = − (d+3)π2

2 .

i If d ≤ 10, then γ1(ld) = λD
1 .

ii. If d ≥ 11, then λD
1 < γ1(ld) < λD

0 .

Remark. Note that γ1(ld) decreases to −∞ as d →∞. Thus, for Brownian

motion in the d-dimensional cube with random jumps from the boundary

with normalized Lebesgue measure as the jump measure, the rate of conver-

gence to equilibrium becomes arbitrarily fast as the dimension increases.

This is because starting from any point, the distribution of the hitting

time of the boundary converges to the δ-measure at 0 as d → ∞, which

means that as d → ∞, the process constantly gets redistributed according

to Lebesgue measure after arbitrarily small intervals of time. In contrast to

this, consider Brownian motion in the d-dimensional unit cube with normal

reflection at the boundary. The rate of convergence to equilibrium is gov-

erned by the largest nonzero eigenvalue of the Neumann Laplacian, which

is λN
1 = −π2

2 , independent of d. Similarly, consider Brownian motion in the

d-dimensional unit cube, conditioned never to hit the boundary [8]. This

process corresponds to the h-transformed operator (1
2∆− λD

0 )φD
0 . The rate

of convergence to equilibrium is governed by the largest nonzero eigenvalue,

which is λD
1 − λD

0 = − (d+3)π2

2 + dπ2

2 = −3
2π2, independent of d.

We have the following result for the one-dimension Laplacian.
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Proposition 2. Consider the operator 1
2

d2

dx2 in the interval (0, 1).

i. If the jump measure is deterministic; that is, ν = δp, for some p ∈
(0, 1), then γ1(ν) = λD

1 = −2π2;

ii. If the jump measure ν is such that the nonzero eigenvalue of L with

the largest real part is real, then

γ1(ν) = λD
1 = −2π2.

Remark. Part (i) above was shown in [3] and [4]. (Actually, −π2

2 was

obtained in [3], because a certain cancellation was not taken into account.

The correct result appears in [4].) Our proof is completely different. A direct

calculation shows that F1 = 0; thus, by Theorem 2, γ1(ν) ≥ λD
1 = −2π2,

for all ν. In a preprint version of this paper, we made the conjecture that

γ1(ν) = λD
1 = −2π2 for all ν. This conjecture has now been established by

combining part (ii) with a very recent result [7] which states that in the case

of 1
2

d2

dx2 on an interval, all of the eigenvalues are real, for all jump measures

ν.

The next result shows that for the Laplacian on a square in R2, one can

find a deterministic jump measure for which γ1(ν) 6= λD
1 .

Proposition 3. Consider the operator 1
2∆ in the square (0, 1)2. Then there

exists a jump measure ν of the form δx0, for some x0 ∈ (0, 1)2, for which

γ(ν) > λD
1 = −5π2

2 .

Remark. Consider L = 1
2∆ in the cube (0, 1)d, d ≥ 1. The proof of Propo-

sition 1 shows that F1 = 0; thus, by Theorem 2, γ1(ν) ≥ λD
1 . Combining

Proposition 3 and Proposition 1, it follows that for d ≥ 11 or d = 2, there

exists a jump measure ν for which γ1(ν) > λD
1 . Presumably, this holds for

all d ≥ 2. Conversely, by Theorem 1 it follows that for all d ≥ 1 it is also

always possible to find a ν for which γ1(ν) = λD
1 .

In all of the examples given so far, γ1(ν) ≥ λD
1 . The following result

shows that such is not always the case.
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Proposition 4. Let k0 = max{n : λD
n = λD

1 }. If Fj 6= 0, for some j ∈
{1, 2, · · · , k0}, then it is always possible to find a jump measure ν for which

γ1(ν) > λD
1 and it is always possible to find a jump measure ν for which

γ1(ν) < λD
1 .

Remark. One can check that L = 1
2

d2

dx2 +b d
dx on (0, 1), where b is a nonzero

constant, is an example where Proposition 4 is applicable.

We conclude this section with several open questions.

Question 1. In a preprint version of this paper, we asked whether all the

eigenvalues of L are real in the case that L is self-adjoint. It the very

recent paper [7] it was shown that for L = 1
2∆ in a ball in R3, there exist

deterministic jump measures, that is measures of the form ν = δx, for which

some of the eigenvalues are not real. However, these non-real eigenvalues

do not have maximal real part. We still ask whether the eigenvalue with

largest real part is real in the case that L is self-adjoint.

Question 2. Does the inequality γ1(ν) < λD
0 hold for all ν when L is self-

adjoint? What about for general L?

Question 3. Does a lower bound exist for γ1(ν) in terms of the eigenvalues

{λD
n }∞n=0 of L?

Question 4. What can be said about the continuity properties of γ1(ν) as ν

varies over P(D), the space of probability measures on D with the topology

of weak convergence?

Remark. Note that if Question 1 is answered affirmatively, then Theorem

5 shows that the answer to Question 2 is affirmative in the case that L is

self-adjoint.

The proofs of the results stated in this section are grouped thematically

and proved in the sections that follow.

2. Proof of Theorem 1

We first prove the statement concerning the eigenvalues and eigenfunc-

tions. Let φD
n , n ≥ 1, denote an eigenfunction for L with the Dirichlet
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boundary condition, corresponding to the eigenvalue λD
n . Integration by

parts yields

λD
0

∫

D
φD

n φ̃D
0 dx =

∫

D
φD

n L̃φ̃D
0 dx =

∫

D
LφD

n φ̃D
0 dx = λD

n

∫

D
φD

n φ̃D
0 dx,

from which it follows that
∫
D φD

n φ̃D
0 dx = 0. Since φD

n |∂D = 0, it follows

that φD
n is in the domain of L, and we conclude that λD

n is an eigenvalue

for L. Of course the function 1 is an eigenfunction for L corresponding to

the eigenvalue 0. Thus, to conclude the proof, it is enough to show that

the equation Lψ = λψ with
∫
D ψφ̃D

0 dx = ψ|∂D = c 6= 0, has a solution only

when λ = 0. Let ψ be a solution to the above equation. Let dσ denote

the Lebesgue surface measure on ∂D. Integrating by parts and using the

boundary condition, we have

λD
0 c = λD

0

∫

D
φ̃D

0 ψdx =
∫

D
ψL̃φ̃D

0 dx

=
∫

D
φ̃D

0 Lψdx +
∫

∂D

1
2
ψa∇φ̃D

0 · ndσ −
∫

∂D
ψφ̃D

0 b · ndσ

= λ

∫

D
φ̃D

0 ψdx + c

∫

D
L̃φ̃D

0 dx = cλ + cλD
0 ,

where n is the unit outward normal of D at ∂D. Therefore λ = 0.

We now turn to the statement concerning the invariant measure. We

denote by GD the operator from L1 to L1 given by (GDf)(x) = GD(x, f).

We denote its adjoint on L∞ by G̃D. We have (G̃Dg)(y) = GD(g, y). We

now prove that G̃D is compact. For ε > 0, let Kε denote the operator on L1

defined by

(Kεf)(y) =
∫ ε−1

ε
pD(s, f, y)ds.

An argument similar but simpler than the one given in the proof of Lemma

1 in [1], based on the continuity of pD on [ε, ε−1]×D×D, shows that Kε is

compact. Now,

‖G̃Df −Kεf‖1 =
∫

D
|
∫ ε

0
pD(s, f, y)ds +

∫ ∞

ε−1

pD(s, f, y)ds|dy

≤ ε‖f‖1 + ‖f‖1

∫ ∞

ε−1

sup
x∈D

PD
x (τ1 > s)ds.(2.1)
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By [9, Theorem 3.6.1], lims→∞ 1
s log supx∈D Px(τ1 > s) = λD

0 . Thus, there

exists a constant C > 0 such that for all ε sufficiently small,
∫ ∞

ε−1

sup
x∈D

PD
x (τ1 > s)ds ≤ Ce

λD
0
2

ε−1
.

Therefore, it follows from (2.1) that

‖G̃D −Kε‖1 ≤ ε + Ce
λD
0
2

ε−1 →
ε→0

0.

Consequently, G̃D is compact.

Assume now that m ∈ P is a fixed point for Inv. Since dm(y) =
GD(m,y)

GD(m,1)
dy = G̃Dm

GD(m,1)
, it follows that m has density in L1. Therefore we

may consider m as an eigenfunction for G̃D, corresponding to the eigenvalue

λ ≡ GD(m,1). Let φD
0 > 0 denote the principal eigenfunction for L with

the Dirichlet boundary condition corresponding to the eigenvalue λD
0 . Since

GD = (−L)−1, we have GDφ0 = −(λD
0 )−1φD

0 . Therefore,

λ

∫

D
mφD

0 dx =
∫

D
G̃DmφD

0 dx =
∫

D
mGDφD

0 dx = −(λD
0 )−1

∫

D
mφD

0 dx.

Since m and φD
0 are nonnegative, it follows that λ = −(λD

0 )−1. Since

G̃D is compact, the Krein-Rutman theorem guarantees that the eigenvalue

−(λD
0 )−1 for G̃D is simple. Since φ̃0 and m are both eigenfunctions for G̃D

corresponding to the eigenvalue −(λD
0 )−1, and since

∫
D mdx =

∫
D φ̃0dx = 1,

we conclude that m = φ̃0.

¤

3. Proofs of Theorem 2, Theorem 4, Theorem 6, Proposition 1

and Proposition 4

Proof of Theorem 2. A number λ ∈ C − {0} will be an eigenvalue if and

only there exists a function v satisfying Lv = λv and v|∂D =
∫
D vdν. Let

u = v − c, where c = v|∂D. Then u satisfies Lu = λu + K, where K = λc.
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On L2(D, µrev), the function u can be represented in the form

(3.1) u =
∞∑

n=0

CnφD
n ,

for unknown constants {Cn}∞n=0, and the constant function 1 can be repre-

sented by

(3.2) 1 =
∞∑

n=0

FnφD
n ,

where {Fn}∞n=0 is as in (1.2). Since u is a smooth function vanishing on

∂D, it is in the domain of the self-adjoint operator L acting on L2(D,µrev).

Thus, from (3.1), it follows that

(3.3) Lu =
∞∑

n=0

λD
n CnφD

n .

From (3.1)-(3.3) along with the fact that Lu = λu + K, we obtain

(3.4) CnλD
n = λCn + KFn, n ≥ 0.

We first show that the condition Eν(λ) = 0 is necessary and sufficient

for λ 6∈ {ΛD
n }∞n=0 to be an eigenvalue. Since we are now assuming that λ is

not in the spectrum of L, we may assume that K 6= 0. Indeed, if K were

equal to 0, then v would vanish on ∂D and consequently it would be an

eigenfunction for L. This would mean that λ = ΛD
n , for some n. From (3.4)

we obtain

Cn =
KFn

λD
n − λ

,

and conclude that

(3.5) u =
∞∑

n=0

KFn

λD
n − λ

φD
n .

In order that v be an eigenfunction, v must satisfy v|∂D =
∫
D v dν = c.

Since u = v−c, we require that
∫
D u dν = 0. If ν has an L2(D, µrev)-density,
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then using (3.5) and taking inner products shows that
∫
D u dν = 0 if and

only if

(3.6)
∞∑

n=0

FnGn(ν)
λD

n − λ
= 0,

where Gn(ν) is as in (1.2). Alternatively, if Assumption 1 holds, then the

formula for u in (3.5) holds not only in L2(D, µrev), but also pointwise, and

from the bounded convergence theorem it follows again that
∫
D u dν = 0 if

and only if (3.6) holds. We have thus shown that the condition Eν(λ) = 0

is necessary and sufficient for a nonzero λ 6∈ {ΛD
n }∞n=1 to be an eigenvalue.

Furthermore, as the method uniquely specifies the corresponding eigenfunc-

tion (up to a multiplicative constant), it follows that the multiplicity of such

an eigenvalue is 1.

We now consider the possibility that λ = ΛD
n0

is an eigenvalue, where

n0 is a nonnegative integer. Let Sn0 denote the dn0-dimensional eigenspace

corresponding to the eigenvalue ΛD
n0

of L. Let SG
n0

(ν) = {w ∈ Sn0 :
∫
D wdν =

0} and let SF
n0

= {w ∈ Sn :
∫
D wdµrev = 0}. Clearly, each of these latter

two spaces is either (dn0 − 1)-dimensional or dn0-dimensional.

Consider first the case that SF
n0

is (dn0 − 1)-dimensional. There exists

an m0 such that λD
m0

= ΛD
n0

and Fm0 =
∫
D φm0dµrev 6= 0. But then (3.4)

will hold with n = m0 and λ = Λn0 if and only if K = 0. But if K = 0,

then u = v, v|∂D =
∫
D vdν = 0 and ∆v = ΛD

n0
v. Thus, v belongs to SG

n0
(µ).

Consequently, the multiplicity of ΛD
n0

will be either dn0−1 or dn0 , depending

on which of these numbers is the dimension of SG
n0

(µ). In particular, if

n0 = 0, then dn0 = 1 and SF
n0

= SG
n0

(ν) = {0} since φD
0 > 0. Thus,

λD
0 = ΛD

0 can never be an eigenvalue.

Now consider the case that SF
n0

is dn0-dimensional. In this case, Fm = 0,

for all m such that λD
m = ΛD

n0
. We first look for eigenfunctions for which
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K 6= 0. Solving (3.4) gives





Cn = KFn

λD
n −λ

, for all n such that λD
n 6= ΛD

n0
;

Cn is arbitrary, for all n such that λD
n = ΛD

n0
.

Writing Cn = Kcn, for n such that λD
n = ΛD

n0
, and employing the same

reasoning as in (3.5) and (3.6) yields

(3.7)
∑

n:λD
n 6=ΛD

n0

FnGn(ν)
λD

n − ΛD
n0

+
∑

n:λD
n =ΛD

n0

cnGn(ν) = 0.

There are two cases to consider—when SG
n0

(ν) is (dn0 − 1)-dimensional and

when it is dn0-dimensional. In the latter case, Gn(ν) = 0, for all n satisfying

λD
n = ΛD

n0
. Thus, (3.7) reduces to Eν(ΛD

n0
) = 0. If this equation is satisfied,

we obtain one eigenfunction with K 6= 0, and if it is not satisfied, we obtain

no such eigenfunctions. Since SG
n0

(ν) is dn0-dimensional, there are also dn0

additional linearly independent eigenfunctions with K = 0. Thus, the mul-

tiplicity is either dn0 + 1 or dn0 , depending on whether or not Eν(ΛD
n0

) = 0.

Now consider the case that SG
n0

(ν) is (dn0 − 1)-dimensional. Since we

may choose the orthonormal basis {φD
m}{m:λD

m=ΛD
n0
} corresponding to the

eigenspace Sn0 however we like, we may assume without loss of generality,

that Gm(ν) =
∫
D φmdν = 0, for all but one of the m for which λD

m = ΛD
n0

.

Denote the single m for which this is not true by m0. Then (3.7) reduces to

∑

n:λD
n 6=ΛD

n0

FnGn(ν)
λD

n − ΛD
n0

+ cm0Gm0(ν) = 0.

The above equation is uniquely solvable for cm0 , and thus yields one eigen-

function with K 6= 0. Since SG
n0

(ν) is (dn0 − 1)-dimensional, there are also

dn0 − 1 additional linearly independent eigenfunctions with K = 0; thus the

multiplicity is dn0 . ¤
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Proof of Theorem 4. By Theorem 2, a complex number λ = α + iβ, with

β 6= 0 will be an eigenvalue for L if and only if

∞∑

n=0

FnGn(ν)
λD

n − λ
= 0.

We can rewrite this as

(3.8)

∞∑

n=0

FnGn(ν)(λD
n − α)

(λD
n − α)2 + β2

= 0;

∞∑

n=0

FnGn(ν)β
(λD

n − α)2 + β2
= 0.

Clearly, the two equations in (3.8) hold if and only if the following two

equations hold:

(3.9)

∞∑

n=0

FnGn(ν)λD
n

(λD
n − α)2 + β2

= 0;

∞∑

n=0

FnGn(ν)
(λD

n − α)2 + β2
= 0.

Since F0G0(ν) is always positive, neither equation in (3.9) can hold if FnGn(ν) ≥
0, for all n ≥ 1. Consider now either the case that FnGn(ν) ≤ 0, for all

n ≥ 1, or alternatively, the case that FnGn(ν) is nonzero for no more than

two values of n. Rewriting (3.9) as

F0G0(ν)
(λD

0 − α)2 + β2
+

∞∑

n=1

FnGn(ν)
(λD

n − α)2 + β2

λD
n

λD
0

= 0;

F0G0(ν)
(λD

0 − α)2 + β2
+

∞∑

n=1

FnGn(ν)
(λD

n − α)2 + β2
= 0,

it follows that the two equations in (3.9) cannot hold simultaneously. ¤
Proof of Theorem 6. i. Since Gn(µrev) = Fn, it follows from part (i) of

Theorem 4 that all the eigenvalues of L are real.

ii. By part (i), γ1 = γ1(µrev) is itself an eigenvalue; let φ1 denote a corre-

sponding eigenfunction. Let ψ1 = φ1 − c, where c = φ1|∂D =
∫
D φ1dµrev.

Then ψ1|∂D =
∫
D ψ1dµrev = 0 and Lψ1 = γ1ψ1 + γ1c. Multiplying this
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equation by ψ1 exp(2Q) and integrating by parts gives

γ1 = −
1
2

∫
D(∇ψ1a∇ψ1)dµrev∫

D ψ2
1dµrev

.

On the other hand, consider the quotient
1
2

∫
D(∇ua∇u)dµrev∫

D u2dµrev
. By standard

methods, the infimum of this quotient over functions 0 6= u ∈ H1
0 (D) sat-

isfying u|∂D =
∫
D udµrev = 0 exists. We denote this infimum by −Γ > 0.

To identify the minimum, we use a Lagrange multiplier and vary the quan-

tity 1
2

∫
D(∇ua∇u)dµrev + k

∫
D u2dµrev over functions u satisfying the above

restriction, where k is a free parameter. A minimizer ψ must satisfy the

equation
∫
D q(Lψ − kψ) dµrev = 0, for all q satisfying the above restriction.

From this one concludes that Lψ = kψ + C, for some constant C. Multi-

plying this equation by ψ, integrating both sides with respect to dµrev, and

integrating by parts, one finds that k = Γ. Letting φ = ψ + C
Γ , it follows

that φ satisfies Lφ = Γφ and φ|∂D =
∫
D φdµrev.

iii. By part (i) and the definition of γ1(µrev), it follows that γ1(µrev) is the

largest nonzero eigenvalue of L. And then by Theorem 5 it follows that

γ1(µrev) < λD
0 . In Theorem 2, note that when ν = µrev, then Gn(µrev) =

Fn. Consequently Eµrev(λ) =
∑∞

n=0
F 2

n

λD
n −λ

. Since Eµrev(λ) is continuous for

λ ∈ (λD
1 , λD

0 ), since Eµrev((λD
0 )−) = ∞ and since Eµrev((λD

1 )+) = −∞ holds

if Fj =
∫
D φD

j dµrev 6= 0, for some j ∈ {1, 2, · · · , k0}, it follows that Eµrev

possesses a root in (λD
1 , λD

0 ) if Fj 6= 0 for some j ∈ {1, 2, · · · , k0}. It now

follows from Theorem 2 that λD
1 ≤ γ1(µrev) < λD

0 , with strict inequality if

Fj 6= 0, for some j ∈ {1, 2, · · · , k0}. Furthermore, since Eµrev is increasing

on (λD
1 , λD

0 ), if follows that in the case that Fj = 0 for all j ∈ {1, 2, · · · , k0},
the strict inequality will hold if and only if Eµrev(λD

1 ) < 0. This inequality

can be rewritten as (1.3). ¤

Proof of Proposition 1. By Theorem 6-iii, γ1(µrev) < λD
0 . To prove the

rest of the proposition, we apply (1.3) from Theorem 6. The complete, or-

thonormal sequence of eigenfunctions on L2(D, ld) for 1
2∆ on D ≡ (0, 1)d
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with the Dirichlet boundary condition is given by

{2 d
2
∏d

j=1 sinnjπxj}∞n1,··· ,nd=1. The corresponding eigenvalues are

{−π2

2

∑d
j=1 n2

j}∞n1,··· ,nd=1. We will denote these eigenfunctions and eigen-

values respectively by φD
n1,··· ,nd

and λD
n1,··· ,nd

. We have

(3.10) Fn1,··· ,nd
≡

∫

D
φD

n1,··· ,nd
dx =





2
3
2 d

πd
∏d

j=1 nj
, if nj is odd for all j;

0, otherwise.

In the present context, the terms F0, λ
D
0 and λD

1 appearing in Theorem 6 are

given respectively by F1,··· ,1 = 2
3
2 d

πd , λ1,··· ,1 = −dπ2

2 and λn1,··· ,nd
= − (d+3)π2

2 ,

where (n1 · · · , nd) satisfies
∑d

j=1 nj = d+1. From (3.10), we have Fn1,··· ,nd
=

∫
D φD

n1,··· ,nd
dµrev = 0, if

∑d
j=1 nj = d + 1. Thus, (1.3) is applicable.

Using {λn1,··· ,nd
} and {Fn1,··· ,nd

} in place of the labeling {λn} and {Fn}
in the inequality (1.3), we find that after cancellations the inequality can be

written as

(3.11)
∑

n1,··· ,nd odd
(n1,··· ,nd)6=(1,··· ,1)

1
∏d

j=1 n2
j

(∑d
j=1 n2

j − d− 3
) >

1
3
.

Thus, by (1.3), (3.11) is a necessary and sufficient condition in order that

γ1(µrev) > λD
1 , and if the condition does not hold, then γ1(µrev) = λD

1 .

Denote the left hand side of (3.11) by Hd. If one considers Hd+1, but restricts

the summation to those multi-indices (n1, · · · , nd+1) for which nd+1 = 1,

the resulting quantity is Hd. Thus the left hand side of (3.11) is monotone

increasing in d. A direct calculation shows that the inequality in (3.11) does

not hold if d = 1. On the other hand, by considering the contribution to the

left hand side of (3.11) only from those multi-indices satisfying
∑d

j=1 nj =

d + 2, it is easy to check that the inequality in (3.11) holds if d ≥ 15.

From these observations we conclude that there exists a d∗ ∈ [2, 15] such

that γ1(µrev) > λD
1 , if d ≥ d∗, and γ1(µrev) = λD

1 , if d < d∗. Numerical

calculations shows that in fact d∗ = 11. ¤
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Proof of Proposition 4. Without loss of generality, assume that F1 >

0. Choose ν± with density ν±(x) = c±(φD
0 (x) ± εφD

1 (x)), where ε > 0 is

sufficiently small so that ν±(x) ≥ 0, for all x ∈ D, and where c± > 0 is a

normalizing constant so that ν± is a probability density. (It is possible to

choose such an ε > 0 because the Hopf maximum principle guarantees that

the normal derivative ∇φD
0 (x) · n 6= 0, for x ∈ ∂D.) Recall that Gn(ν±) =

∫
D φD

n dν±. Thus, G0(ν±) = c±, G1(ν±) = ±c±ε and Gn(ν±) = 0, for n ≥ 2.

From the definition of Eν± in Theorem 2, we have Eν±(λ) = c±F0

λD
0 −λ

± c±εF1

λD
1 −λ

.

Thus, Eν−(λ) 6= 0 for λ ∈ (λD
1 , λD

0 ). By Theorems 4 and 5, γ1(ν−) < λD
0 .

Thus, we conclude from Theorem 2 that γ1(ν−) < λD
1 . Since Eν+((λD

0 )−) =

∞ and Eν+((λD
1 )+) = −∞, Eν+(λ) possesses a root in (λD

1 , λD
0 ). Thus, by

Theorem 2. γ1(ν+) > λD
1 . ¤

4. Proof of Theorem 5

By assumption, γ1(ν) is a real eigenvalue for L. We need to show

that γ1(ν) < λD
0 . Let u denote a corresponding eigenfunction, and let

c = u|D =
∫
D udν. We first show that γ1(ν) 6= λD

0 . Assume to the contrary.

In this case, c 6= 0. Indeed, otherwise φD
0 and u would both be eigenfunctions

for the principal eigenvalue λD
0 of L with the Dirichlet boundary condition.

Furthermore, φD
0 and u would be linearly independent since φD

0 does not

change sign, whereas
∫
D udν = c = 0. This would then contradict the sim-

plicity of the principal eigenvalue λD
0 . Integrating by parts twice, exploiting

the form of the reversible operator L and the reversible measure, we have

∫

D
φD

0 Lu dµrev =
∫

∂D
φD

0 a∇u · n exp(2Q)dσ

−
∫

∂D
ua∇φD

0 · n exp(2Q)dσ +
∫

D
uLφD

0 dµrev,

which reduces to

(4.1)
∫

∂D
ua∇φD

0 · n exp(2Q)dσ = 0.
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However,

(4.2)

∫

∂D
ua∇φD

0 · n exp(2Q)dσ = c

∫

∂D
a∇φD

0 · n exp(2Q)dσ

= c

∫

D
LφD

0 dµrev = cλD
0

∫

D
φD

0 dµrev.

Now (4.1) and (4.2) give c = 0, which is a contradiction.

Now we show that γ1(ν) ≯ λD
0 . Assume to the contrary. By the Feynman-

Kac formula, u(Y (t ∧ τD)) exp(−γ1(ν)(t ∧ τD)) is a martingale. Thus,

(4.3) ED
x u(Y (t ∧ τD)) exp(−γ1(ν)(t ∧ τD)) = u(x).

Since γ1(ν) > λD
0 , we have ED

x exp(−γ1(ν)τD) < ∞ [9, chapter 3]. Thus

letting t → ∞ in (4.3) and applying the dominated convergence theorem

gives

(4.4) u(x) = cED
x exp(−γ1(ν)τD).

It follows from (4.4) that c 6= 0. Integrating both sides of (4.4) against ν

now gives

(4.5) ED
ν exp(−γ1(ν)τD) = 1,

which is a contradiction. ¤

Remark. If one does not assume that the nonzero eigenvalue with largest

real part is real, the calculation in the above proof can be made with γ1(ν)

replaced by λ1(ν), where λ1(ν) is an eigenvalue for L whose real part is

γ1(ν). One arrives at (4.5) with γ1(ν) replaced by λ1(ν). However, since

λ1(ν) can be complex-valued, (4.5) no longer constitutes a contradiction.

5. Proof of Proposition 2

i. The eigenvalue problem for L is

(5.1)





1
2u′′ = λu in (0, 1);

u(p) = u(0) = u(1).
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Every solution u to the differential equation in (5.1) is given by

u(x) = A cosκx + B sinκx,

where λ = −1
2κ2. In order that such a solution also satisfy the boundary

condition in (5.1), the following system of linear equations must have a

nontrivial solution:

A (1− cosκp)−B sinκp = 0;

A (1− cosκ)−B sinκ = 0.(5.2)

The determinant of the linear system above is

(5.3)
−(1− cosκp) sin κ + sin κp(1− cosκ)

= sin κ(1− p)− sinκ + sin κp

= 2 sin
κ(1− p)

2
cos

κ(1− p)
2

+ 2 cos
κ(p + 1)

2
sinκ(p− 1)2

= 2 sin
κ(1− p)

2

(
cos

κ(1− p)
2

− cos
κ(p + 1)

2

)

= 4 sin
κ(1− p)

2
sin

κ

2
sin

κp

2
.

Since sinx = 0 if and only if x = πn for some integer n, the solutions κ of

(5.3) are all real and are given by

2πn

1− p
, 2πn,

2πn

p
, n ∈ Z.

Therefore, the eigenvalues for L are

− 2π2n2

(1− p)2
, −2π2n2, −2π2n2

p2
, n ∈ N.

Thus, the non-zero eigenvalue with maximal real part is −2π2.

ii. By assumption, the nonzero eigenvalue with largest real part is real, and

we know that it is negative. Thus, γ1(ν) is the largest negative number γ
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for which there is a solution to the following problem:

(5.4)





1
2u′′ = γu in (0, 1);

u(0) = u(1) =
∫ 1
0 u dν.

Every solution to the differential equation in (5.4) with γ < 0 is of the form

u(x) = A cosκx + B sinκx,

where γ = −1
2κ2, for some κ ∈ R−{0}. In order that (5.4) have a solution,

the following system of linear equations must have a nontrivial solution:

A

(
1−

∫ 1

0
cosκx dν

)
−B

∫ 1

0
sinκx dν = 0;

A (1− cosκ)−B sinκ = 0.(5.5)

The determinant of the linear system above is

− (1−
∫ 1

0
cosκx dν) sinκ + (1− cosκ)

∫ 1

0
sinκx dν

=
∫ 1

0
sinκ(1− x) dν − sinκ +

∫ 1

0
sinκx dν

= 2
∫ 1

0
sin

κ(1− x)
2

cos
κ(1− x)

2
dν + 2

∫ 1

0
cos

κ(x + 1)
2

sin
κ(x− 1)

2
dν

= 2
∫ 1

0
sin

κ(1− x)
2

(
cos

κ(1− x)
2

− cos
κ(x + 1)

2

)
dν

= 4
∫ 1

0
sin

κ(1− x)
2

sin
κ

2
sin

κx

2
dν.

Note that sin κ(1−x)
2 sin κ

2 sin κx
2 > 0, for κ ∈ (0, 2π) and x ∈ (0, 1), while

the reverse inequality holds for κ ∈ (−2π, 0) and x ∈ (0, 1). Thus, it fol-

lows that (5.5) has no solution κ ∈ (−2π, 2π) − {0}. On the other hand,

sin κ(1−x)
2 sin κ

2 sin κx
2 ≡ 0, for κ = ±2π. Thus, it follows that γ = −1

2(2π)2 =

−2π2 is the largest real nonzero solution to (5.4). ¤.
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6. Proof of Proposition 3

By Theorem 3 (part (ii) or part(iii)), Theorem 2 holds for all jump

measures ν. We will show that for an appropriate ν one has Eν(λ) = 0, for

some λ > λD
1 .

We use the notation and the calculations in the proof of Proposition 1.

Let ν0 = δ( 1
9
, 1
9
). We have Gn1,n2(ν0) =

∫
D φD

n1,n2
dν0 = φD

n1,n2
(1
9 , 1

9) =

2 sin(n1
9 π) sin(n2

9 π). Then from the definition of Eν0(λ) it follows that

(6.1)

Eν0(λ) =

C

∞∑

m1,m2=0

sin(2m1+1
9 π) sin(2m2+1

9 π)
(2m1 + 1)(2m2 + 1)

(
(2m1 + 1)2 + (2m2 + 1)2 + 2

π2 λ
) ,

for an appropriate negative constant C. We will show that the equation

Eν0(λ) = 0 has a root λ ∈ (λD
1 , λD

0 ) = (−5
2π2,−π2). Note that Eν0((−π2)−) =

∞. Thus, it suffices to show that Eν0(−5π2

2 ) < 0. This can be checked using

a program such as Mathematica, or alternatively, by a page and a half of

estimates which we refrain from reproducing here.

7. Proof of Theorem 3

For all three parts of the theorem, we will need the following comparison

result. By the mini-max principle [10], one can compare the eigenvalues

{λD
n }∞n=0 of L in D to those of 1

2∆ in (0, 1)d, and conclude that there exist

c1, c2 > 0 (depending on L and D) such that c1λ̂n ≤ λD
n ≤ c2λ̂n, where

{λ̂n}∞n=0 are the eigenvalues for 1
2∆ in (0, 1)d, labelled in nonincreasing order.

i. It is known that the eigenfunctions {φD
n }∞n=0 are uniformly bounded [6,

pp.270-273]. Thus, using the Cauchy-Schwarz inequality, it is enough to

show that
∑∞

n=0
1

(λD
n )2

< ∞. By the comparison principle above, it suffices

to show the above inequality in the case that L = 1
2

d2

dx2 in D = (0, 1). In

this case, λD
n = − (n+1)2π2

2 .
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ii. When L is the Laplacian on a Riemannian manifold, it is known that

|φD
n | ≤ C|λD

n |
d−1
4 , for some C > 0 [2]. Using this and applying the Cauchy-

Schwarz inequality, it follows that
∑∞

n=0
Fn

λD
n

φD
n (x), converges uniformly and

absolutely when d = 2 if
∑∞

n=0 |λD
n |−

3
2 converges. By the mini-max principle

above, it suffices to show the above inequality in the case that L = 1
2∆

on (0, 1)2. But this then follows from Weyl’s asymptotic distribution of

eigenvalues [10] which gives λn ∼ cn.

iii. As in part (i), it is enough to show that
∑∞

n=0
1

(λD
n )2

< ∞, and by the

comparison principle above, it suffices to show the above inequality in the

case that L = 1
2∆ on (0, 1)d, d ≤ 3. But this then follows from Weyl’s

asymptotic distribution of eigenvalues [10], which gives λn ∼ cn
2
d .

¤
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